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What is Game Theory?

● Distinct and interdisciplinary approach to the study of human behavior. 

● The disciplines most involved in game theory are mathematics, economics and the other social and behavioral sciences.

● Game theory (like computational theory and so many other contributions) was founded by the great mathematician John von Neumann. (The first important book was The Theory of Games and Economic Behavior, John von Neumann, Oskar Morgenstern)

● "Games" are scientific metaphors for a wider range of human interactions.
What type of questions do we ask in Game Theory?

1) What does it mean to choose strategies "rationally" when outcomes depend on the strategies chosen by others and when information is incomplete? 

2) In "games" that allow mutual gain (or mutual loss) is it "rational" to cooperate to realize the mutual gain (or avoid the mutual loss) or is it "rational" to act aggressively in seeking individual gain regardless of mutual gain or loss? 

3) If the answers to 2) are "sometimes," in what circumstances is aggression rational and in what circumstances is cooperation rational? 

4) In particular, do ongoing relationships differ from one-off encounters in this connection? 

5) Can moral rules of cooperation emerge spontaneously from the interactions of rational egoists? 

6) How does real human behavior correspond to "rational" behavior in these cases? 

7) If it differs, in what direction? Are people more cooperative than would be "rational?" More aggressive? Both? 

Some "games" studied by game theory are:  

Coordination, Escape and Evasion, Frogs Call for Mates, Hawk versus Dove, Majority Rule, Market Niche, Minority Game, Mutual Defense, Prisoner's Dilemma, Subsidized Small Business, Tragedy of the Commons.

Some Useful Definitions in Game Theory

● GAME: a set of moves which are defined by a set of rules limiting what the players may do. 

● AGENT (PLAYER): an entity with goals and preferences. 

   a player can: 

(i) evaluate outcomes;

(ii) calculate paths to outcomes;

(iii) choose actions that yield their most-preferred outcomes, given the actions of the other players.

● UTILITY: amount of satisfaction an agent derives from an object or an event.

Very Famous Example of a Game (Prisoner’s Dilemma Game)

● Two players are partners in a crime who have been captured by the police. 

● Each suspect is placed in a separate cell, and offered the opportunity to confess to the crime. 

● The game can be represented by the following matrix of payoffs.
	         Frank         

Jesse
	not confess
	confess

	not confess
	5,5
	0,10

	confess
	10,0
	1,1


● Higher numbers are better (more utility). 

● 3 situations can arise:

(i) neither suspect confesses, they go free, and split the proceeds of their crime,

(ii) one prisoner confesses and the other does not, the prisoner who confesses testifies against the other in exchange for going free and gets the entire.

(iii) both prisoners confess, then both are given a reduced term, but both are convicted.
Nash Equilibrium

● If there is a set of strategies for a game with the property that no player can benefit by changing his strategy while the other players keep their strategies unchanged.

● In Prisoner’s Dilemma game The Nash Equilibrium is to defect every time.

MINORITY GAME AND ECONOPHYSICS

Why Physicists interested in economy and finance?

● Physicists can work with empirical data and construct phenomenological theories.

● Statistical physics has useful approaches to deal with collective dynamics in systems.

● Current prevailing economy theory assumes equilibrium, the descriptions are mostly static.

● The theory looks like "mean field" theory in physics, balancing actions and reactions.

“One can never hope to get a future economy theory as quantitative and predictive as physical laws. However, this should not deter us from searching a framework to understand some basic phenomena qualitatively.” (Y. C. Zhang)

● Set of ingredients for modeling markets:

    (i)   a large number of independent agents participate in a market. 

    (ii)  each agent has some alternatives in making his decision.

    (iii) the aggregate activity results in a market price, which is known to all.

    (iv) agents use the public price history to make their decisions.

Minority Game

● B. Arthur => "inductive thinking" approach, which represents a minority opinion in economics. 

· “since an agent cannot use the theory to deduct his decision, his only choice is to learn from his own experience, as many a trader would attest.”

● Minority game model is inspired from Arthur's El Farol problem.

· El Farol is a bar in Santa Fe, New Mexico that plays Irish folk music on Thursday nights. Many people want to go to the bar to hear the music, but only if there are fewer than a certain number of people at the bar. Otherwise, there will be too much noise, and the patrons will be unable to enjoy the music.  

“It was reported that a fire has taken a serious toll on this fabled establishment. However, reliable first hand accounts indicate that it is again operational.” (Manuca. Riolo, Savit)

Model

● A population of N (odd) players.

● At each time step, everybody has to choose to be on side A or B.

● The payoff of the game is that after everybody has chosen side independently, those who are in the minority side win.

● In the simplest version, all winners collect a point.

● The players make decisions based on the common knowledge of the past record. 

· only tells which side is winner, without the actual attendance number.

● Thus the time series can be represented by a binary sequence, 1 or 0 meaning A or B is the winning side.

Why is This Model Important/Useful?

● It is believed that a game with a minority mechanism captures an essential feature of systems where agents compete for limited resources, like financial markets.

● Minority agents are not encouraged to form commonly agreed views on the market. (This is like in real markets bears and bulls live together!)

● In real trading it is often observed that a minority of traders get into a trend (buying or selling) first, the majority get finally dragged in also.

● When the minority anticipates correctly and get out of the trend in time, they pocket the profit at the expense of the majority.
Remarks:

● There is limited resource available for competition.

● If the players manage to coordinate well, per play they can expect (N-1)/2 points, the maximal gain possible.

● Since the players are selfish, no explicit coordination is imposed, their fate is left to the market.

Question:

Can they somehow learn to spontaneously cooperate?
BACK TO MODEL:

● Assumption: Players are quite limited in their analyzing power; they can only retain last M bits of the system's signal.

● A strategy: the next action (to be in A, B, or 1, 0) for given a specific signal's M bits. Example of one strategy for M=3:

	Record
	Prediction

	000
	1

	001
	0

	010
	0

	011
	1

	100
	1

	101
	0

	110
	1

	111
	0


● Each player has a finite set S of strategies.

● There are 2M (=8 for M=3) bits can be assigned to the right side.

● Each configuration corresponds to a distinct strategy

· total number of strategies: 
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= 256. 

· a fast increasing number, for M = 2, 3, 4, 5 it is 16, 256, 65536, 655362. 

[image: image2.wmf]
● S strategies are randomly drawn for each player, from the pool.

● All the S strategies in a player's bag can collect points depending if they would win or not given the M past bits, and the actual outcome of the next play. 

● Those are only virtual points as they record the merit of a strategy as if it were used each time. 

● The player uses the strategy having the highest accumulated points for his action, he gets a real point only if the strategy used wins in the next play. 

● Using alternative strategies makes the players adaptive to the market. 

● A player tends to maximize his capital (cumulated points) and his performance is judged only on his time averaged capital gain.

Boolean "Genetic" Space

SOME BASIC PROPERTIES OF HYPERCUBE:

● Given an hypercube of order K:

· # of nodes = 2K
· # of connections per node = K

· greatest distance between the nodes = K steps

· A hypercube of order N may be constructed from two hypercubes of order N-1, by linking all pairs of corresponding nodes.

· Example; hypercube of order 3 (K=3):
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· Example K=4:

[image: image3.png]



· Each node of a hypercube may be identified by an N-bit binary number, where each bit represents a dimension, and each dimension has two possible values.

· Given two node identifiers, the number of bits that differ give the shortest distance between the nodes.

BACK TO MODEL:

● Represent the strategy space on a 2M dimensional Boolean hypercube where 

Ntot = 
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distinct strategies are on the points of the hypercube.

● Two neighboring strategies which differ only by one bit => the Hamming distance between them is one.

● These two strategies predict almost always the same outcome acting on the past record: out of 2M possibilities only one exception. 

· the distinct strategies are highly correlated. 

● Players using correlated strategies tend to obtain the same decision, thus hindering their chance finding the minority side. 

● Among the Ntot strategies there is huge redundancy. 

● If two strategies are uncorrelated, their decision outcomes should match with 1/2 probability. 

· possible if their Hamming distance is 1/2 of the maximal value (2M).

● Count mutually uncorrelated strategies => gives a crucial measure of diversity (or independence) of the Ntot strategies.

● There is a subset of 2M pairs of points out of Ntot, within every pair the Hamming distance is maximal (2M) => anti-correlation pairs 

● All other Hamming distances among these N0 = 2M+1 points are 2M-1, i.e. mutually independent. 

· these N0 points are composed of two groups of 2M points each. 

· within the group the strategies are completely independent. 

· some of the cross-group links can be anti-correlated.

RESULTS:

● The reduced number N0 plays an important role in the model. 

● 3 regions:

· if the number of strategies in the population N.S is larger than N0, 

· players have to use strategies which are positively correlated.

· the herd effect will result in fluctuations larger than random chance => waste!

· if N.S << N0, the subset of strategies indeed appears to be independent.

· N.S cannot sample enough the N0 strategies,

· the anti-correlation Hamming distances can hardly be represented,

· the players will appear as if they were using random strategy, independently.

· most interesting is the critical case when N.S~N0, i.e. when the reduced set is more or less covered by the population.

· the majority of their mutual Hamming distances imply independence, but a small part (about square-root of the total) implies anti-correlation. 

· players behave almost independently, the small number of anti-correlation Hamming distances help them to obtain opposite decisions.

· beneficial for everybody, the limited resource is better exploited. 

● Therefore there are three distinct phases: 

 (i) the overcrowded phase N.S > N0 where positive correlation is inevitable, the herd effect makes it worse for everybody; 

 (ii) a cooperation or critical region N.S~N0 where the strategies used by N players are mostly independent, the resource is better shared; 

(iii) a random region N.S << N0 where the anti-correlation is hardly present.

LET’S IMPROVE A BIT (Learning and Evolutionary Effects):

● Extreme case where only one player takes a side, all the others take the other. 

· lucky player gets a reward point, nothing for the others.

● Equally extreme when (N-1)/2 players in one side, (N+1)/2 on the other. 

· from the society point of view, this second situation is preferable since the whole population gets (N-1)/2 points whereas in the first example only one point - a huge waste.

● In figures, the actual number of attendance at the side A, for a population of 1001 players, having various brain sizes (M=6, 8, 10 respectively).
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● The temporal signal indeed fluctuates around the 50 %.
● The precise number is not known to players, they only know if a side is winning or not.

● Large fluctuations imply large waste => still more players could have taken the winning side without harm done to the others. 

● Smaller fluctuations imply more efficient usage of resources, this would require coordination and cooperation, which are not built-in explicitly.

● Populations with larger brains (i.e. M larger) cope with each other better: fluctuations are in decreasing order for ever increasingly "intelligent" players (i.e. M = 6, 8, 10).

● In a perfect timing, the average gain in the population would be 1/2 per play. 

● Waste is proportional to fluctuation's amplitude, average gain is always below 1/2 in reality. 

● Game is symmetrical in A and B, one may be tempted to use the simple strategy to stay at A or B, hoping to get exactly 1/2 gain. 

· if this strategy indeed rewards 1/2 gain on average, many would imitate.

· there is a group sitting at A no matter what signal is shown.

· the active players will soon recognize that they win less often choosing A than B. 

· for them the game is no longer symmetrical and they will adopt accordingly so that the apparent advantage disappears for those sitting at one side fixed. 

· similar to the arbitrage opportunities in finance: any obvious advantage will be arbitraged away - no easy “risk-free way" to make a living

● The advantage of the larger brain sizes over the smaller ones can be seen from the figure. Identical parameters (N = 1001, S = 5) for a mixed population having M = 1,..,10 
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● Unequally equipped players were forced to play together. 

● "Poorly" brained players get exploited by the more powerfully brained ones. 

● Plot the average gain per time step after a long time. 

· within a sub-population (same M) there are better and worse performers.

● The game is symmetrical for A and B. This can be observed from histograph that shows the attendance of A.

[image: image9.jpg]tiyvn LBJ LIL VE LU HIUIE sOplistitalteid Didallls.
Image capiured with HyperSnap-DX

[jststectemsarsn icnsest | present work, we stick to
and will report more

the binary functior
complicated applications using neural net-
works elsewhere.

1500.0

1000.0

500.0

0.0

0.0 250.0 500.0 750.0 1000.0

>

Histograph of the attendance of
=1001, M =8, S =5)





● Payoff function is too simple, i.e.  a step function without differentiating a “good" minority from a “bad" one. 

● Consider the payoff function N/(x-2), the number of winning players being x < N/2.

(i) this structure favors smaller minority.

(ii) like lottery; want to be on the winning side, but even better you are alone there. 

(iii) players face an extra competition, a winner prefers less fellows in company. 

(iv) if a player wins on an average play, his winning strategies are hardly enhanced with respect to not winning at all.  

(v) globally the population (N = 1001, M = 4) responds to having a histograph like in the figure with two peaks. 
(vi) although the jackpot is very pleasing, this is very unlikely to happen since the fellows are just as intelligent. 
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● What happens if the players are provided with a bigger “idea bag" => more strategies?

● In figure the results for various populations (N=1001, M = 5) with S = 2, 3,.., 9. 

● With increasing number of alternatives the players tend to perform worse. 

● Players tend to switch strategies oftener and more likely to get “confused".

● A player switches immediately if another strategy has one virtual point more than that in use.
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● In figure switching rate was plotted against the success rate for various populations. 

● General tendency: the oftener one switches, less successful one would end up. 
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● It is also instructive to follow the performance record. 

● In figure selected 3 top players, 3 bottom players and 3 randomly chosen players.

● Their capital gains are scaled such that the average gain (over the population) appears in an almost horizontal line. 

● The general tendency for the best and worst players is consistent. 

● The gap between the rich and the poor appears to increase linearly with time; the poor players in general are doomed to stay poor.  
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● One may blame bad players for their bad strategies. 

● To check whether there are really good and bad strategies, virtual gains of all the strategies in the population were plotted. 

· the longer the time the more concentrate is the distribution => relative values of the strategies are about the same. 

· all the strategies are equivalent to each other, since the game is symmetrical in A and B.

· bad player are bad because they have used the strategies inopportunely and are unlucky. 
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LET’S ADD SOME EVOLUTION:

● A player is only distinguished from others by this composition, two players having the same composition are clone sisters. 

● In that case initial conditions can still set them apart and they may know different fortunes only in the beginning. 

● That calls for a genetic approach in which poor players are regularly weeded out from the game and new players are introduced. 

● Consider the minority game generalized to include the Darwinist selection: 

· the worst player is replaced by a new one after some time steps.

· new player is a clone of the best player => it inherits all the strategies but with corresponding virtual capitals reset to zero.

· analogous to a new born baby, it has all the dispositions from the parents, but does not inherit their knowledge.

· to keep a certain diversity introduce a mutation possibility in cloning.

· allow one of the strategies of the best player to be replaced by a new one.

· the whole strategy phase space is available for selection.

· expect this population is capable of “learning" since self-destructive, obviously bad players are weeded out with time. 

· fighting is among the “best players”. 

● In figure it can be observed that the learning has emerged in time. 

● Fluctuations are reduced and saturated => the average gain for everybody is improved but never reaches the ideal limit.
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● What happens if no mutation is allowed and cloning is perfect?

· eventually population is full of the clone copies of the best player.

· each may still differ in their decision since the virtual capitals in their idea-bag can be different.

· in figure the performance of such a “pure" population was plotted, there is tremendous waste and all strange things occur.
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● Consider population starts very “simple-minded", say M = 2. 

● Allow an additional feature that a bit of memory can be added or subtracted for the cloned new player, with a small probability. 

● Want to be sure that the rules are such that this structural mutation is strictly neutral 

· does not favor bigger brains over the smaller ones.

● Something remarkable takes place: in figure average brain size in the population was plotted, started with M = 2, for N = 101 and N = 1001. 
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● The temporal record shows that there is an “arm race" among the players. 

● More brain power leads to advantage, so in the evolution of survival-of-the-fittest, the players develop bigger brains to cope with aggressive fellow-players. 

● Such an evolution appears to saturate and the “arm race" settles at a given level. 

● The saturation values are not universal, in general the larger brains need longer time to learn.

● Larger population needs more powerful brains to sustain the apparent equilibrium than the smaller population, also the learning rate (the slope) is smaller. 

● It is important that population's brain sizes do not concentrate on one value, only average value is plotted. 

● Some players manage to live quite happily with relatively small brains.

Not Enough? Improve a Little Bit More!

● In each game, all strategies used by all the agents have the same value of m. 

● At the beginning of the game each agent is randomly assigned s (>1) of the 
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 possible strategies, with replacement. 

● For his current play the agent chooses his strategy that would have had the best performance over the history of the game up to that time. 

· ties between strategies are decided by a coin toss.

● Following each round of decisions, cumulative performance of each of the agent's strategies is updated by comparing with current minority group. 

● Because the agents each have more than one strategy:

· the game is adaptive => agents can choose to play different strategies at different moments in response to changes in their environment (i.e. new entries).

· the environment (the time series of minority groups) is created by the collective action of the agents => system has very strong feedback, very similar to the financial markets.

STANDART DEVIATION:

● Time series of the number of agents belonging to group 1(L1). (This information is not available to the agents but it is to researchers!) 

● The mean of this series is generally close to 50%. 

· the standard deviation, , of this time series is a measure of how well the commons do:

· the smaller the more total points are awarded to all agents.

· if there are many fewer than 50% of the agents in the minority, then will be large => few total points awarded.

· if is small => minority group will consist of only slightly fewer than half of the agents, and more total points will be awarded.

● The behavior of was plotted for these time series as a function of M:
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● Horizontal dashed line in graph is at the value of for the random game (for the game in which the agents randomly choose 0 or 1, independently and with equal probability at each time step.). 
● Important features:

· for small m, the average value of is very large (much larger than in the random case).

· for m<6 there is a large spread in the 's for different runs with different (random) initial distributions of strategies, but with the same m. 

· minimum in at m=6 at which is less than the standard deviation of the random game. => m=mc
· for mmc, the spread in the 's is small relative to the spread for m<mc. 

· as m increases beyond 6, slowly increases, and for large m approaches the value for the random game.

● The system behaves in a qualitatively different way for small and large m. 

● Time series of minority groups, (
[image: image20.wmf]º

G) the data available to the agents. 

● Conditional probability P(1|uk), conditional probability to have a 1 immediately following string, uk, of k elements of G. 

· example: P(1|0100) is the probability that 1 will be the minority group given that minority groups for the four previous times were 0,1,0 and 0, in order.

● In a game played with memory m, the strategies use only the information encoded in strings of length m to make the choices. 

● In the following figure, P(1|uk) for G was plotted, the time series of minority groups generated by a game with m=4, N=101 and s=2.

· (a) shows the histogram for k=m=4 and (b) shows the histogram for k=5. 

· the histogram is flat at 0.5 in (a),

· not flat in (b). 
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● Any agent using strategies with m ≤ 4, will find that those strings contain no predictive information about which group will be minority at next time step. 

● Time-series was generated by players playing strategies with m=4. 

· the market is efficient,

· no strategy playing with m ≤ 4 can, over the long run, accumulate more points than would be accumulated randomly. 

● This analysis can be repeated for m
[image: image22.wmf]³

6. Histogram for k=m is not flat, it can be seen in figure for m=6 game.

· there is significant information available to agents playing the game with memory m.

· market is not efficient, some individual agents can accumulate more points than they would by simply making random guesses. 
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● For m<6 no agent achieves results statistically greater than 50%.

● While for m
[image: image24.wmf]³

6 some win more than 50% of the time (statistically significantly). 

● Even for m=5, the histogram of conditional probabilities with k=m=5 is flat and  is less than in the random game.

● How does the system behave as the number of agents changes? 

● For different N, graph is similar to that in figure 1, but in which mc, is proportional to lnN. 

●  and spread in  behave in simple ways with changes in N , differ depending on whether m>mc or m<mc. 

● In figure  vs. N was plotted on a log-log scale. 

· for m=3,  is proportional to N, while for m=16,  is proportional to N1/2. This is typical: 

· for fixed m, and m<mc,  is proportional to N,

· for fixed m and m>mc  is proportional to N1/2.
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● In figure, again for m=3 and 16, the spread in , i.e., the standard deviation of the 's (≡∆) as a function of N was plotted, on a log-log scale. 

· here we can again see power law behavior:

· for m=3 ∆ is proportional to N, 

· for m=16, ∆ is proportional to N1/2.

· as before, this behavior represents two behaviors seen for values of m<mc and values of m>mc, respectively.
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● The transition between these very different behaviors is at mc~lnN. 

● Using scaling arguments, to a first approximation, 2/N is a function only of 2m/N z.

● To see this explicitly, 2/N as a function of z was plotted on a log-log scale for various N and m (with s=2). 

· It is seen that all the data fall on a nearly universal curve. 

· minimum of this curve is near (
[image: image27.wmf]c
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/N) = zc0.5, and separates the two different phases.

· the slope for z<zc approaches -1 for small z, 

· the slope for z>zc approaches zero for large z. 
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● Because 2/N depends only on z, for fixed z, is proportional to N1/2 for any fixed z, both above and below zc. 

● For fixed z, is approximately independent of N, approaching a z-dependent constant as N.

● The Nlimit of  is large for small values of z and decreases monotonically with increasing z.

DISCUSSION ABOUT DIFFERENT PHASES & PHASE TRANSITIONS:
1) m<mc (INEFFICIENT PHASE):
● Consider the small m region (m<mc). 

● Consider the time series of minority groups, and focus on one particular binary string, , of length m.

· from L1 form the time series of the number of agents which choose group 1 in response to the first, third, fifth and other odd occurrences of .

· form the time series of the number of agents which choose group 1 in response to all the even occurrences of . 

· the standard deviation of the series of responses to the odd occurrences of is of order N1/2,

· the standard deviation of the time series of responses to the even occurrences of is of order N. 

● There is a structure with large (order N) excursions from the mean separated by smaller excursions of order N1/2.

Why Do We Have Such a Structure?
● This behavior can be understood as follows:

· consider the pool of all 
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strategies.

· for s=2, each agent chooses two strategies randomly from the pool. 

· for very large N, the strategies played by the agents are a good approximation to the population of the pool. 
· divide the strategies into two groups according to their response to some string, say .

· the first time appears in the time series of minority groups, the agents will choose to join group 0 or 1.

· which strategies they play will be a more or less random sample of the strategies in the pool.

· one expects that the population of group 1 will deviate from 50% by a number of order N1/2.

● Suppose that the minority group is group 1. 

· in the pool of strategies, all those whose response to is 1 will get an additional point.

· next time the string appears in the series of minority groups, those strategies whose response to is 1 will be preferentially chosen.

· if N is large, then approximately 75% of the agents will join group 1. 
· the minority group at this time step will be group 0, and all those strategies which respond to with a 0 will get a point. 

· after the second occurrence of , all strategies will have gained one point due to their response to , some following the first occurrence, and the others following the second occurrence.

· there will be no strong preference for the agents' responses to the third occurrence of 
· deviations in the membership of group 1 at the third occurrence of will again be of order N1/2. 

2) m>mc (HIGH m PHASE):

● For fixed mmc, scales with N1/2. 

● For a given N, the strategy space is sufficiently large => strategies assigned to N agents are not a representative sample of the entire strategy space. 

● The arguments used in describing low m phase do not hold, no very strong temporal correlations in response to successive occurrences of a given string. 

● The scaling of  with N1/2 just represents the variations in the membership of N agents whose decisions are not very tightly coupled. 

● There are still strong dependencies among the decisions of the agents. 

● Because there is emergent coordination among the agents’ decisions, is below the random result in this phase.

● Strategies that would have been most effective in the past at predicting minority groups are more likely to be used by the agents. 

● Those strategies have specific predictions for each string of length m. 

· there is an induced dependence among the decisions of the agents which can be expressed as nontrivial conditional probabilities.

· probability that at some time agent i chooses group 1, changes depending on the choices of the other agents at that time. 

· for fixed m, such nontrivial conditional probabilities cause deviations in from that of the random game. 

· in the high m phase, this term is negative, giving rise to a lower .

3) m~mc PHASE (GREATEST COORDINATION):

● Region of greatest coordination (smallest ) occurs when z=2m/N is of order one. 

● Can be understood in the following way: 

· dependencies among the strategies are induced by the agent's selection of the best strategies.

· but each chosen strategy dictates a response to 2m different strings of length m.

· as m increases, for fixed N, it becomes increasingly difficult for strategies to coordinate all of their entries. (at any moment there are N strategies in play, and they must minimize fluctuations over 2m choices.)

· for fixed N, maximal coordination will be achieved for m=mc, whose value is a monotonically increasing function of N. 

· as m increases for fixed N, coordination becomes less effective, and approaches the result of the random game from below. 

Implications

● The minority model, though very rich, still lacks some most basic features in a real market, e.g. the price which is determined by the aggregate supply and demand.

● One can keep the general ingredients of minority game, to build a more specific trading model.

● In a trading model players have to decide when to buy and sell, just like to take A and B side in the minority model.

● The payoff is not a fixed rule, but depends on the price movement which is in turn determined by the players' trading. 

● In the modern market of stocks;

(i) currencies, and commodities, trading patterns are becoming more and more global.

(ii) market-moving information is available to everybody. 

(iii) however, not all the participants interpret the information the same way and react at the same time delay. 

(iv) every participant has a certain fixed framework facing external events. 

● It is well known that the global market is far from being at equilibrium, the collective behavior of the market can occasionally have violent bursts.

Conclusion

● There is no well developed epistemology for complex adaptive systems, and researchers are still quite unsure of what the important issues are or what are the most robust ways of characterizing the dynamics of such systems. 

● However, the study of simple models, and the clarification of the variety of behaviors which they manifest can lead physicists toward a deeper understanding of how to properly frame the questions that we can ask, and answer, for complex systems.

● Minority game is one of the simple efficient models for understanding the real market behavior!  
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