
Quarterly Reviews of Biophysics 35, 2 (2002), pp. 111–167. " 2002 Cambridge University Press
DOI : 10.1017/S0033583502003761 Printed in the United Kingdom

111

Understanding protein folding with energy
landscape theory
Part I : Basic concepts

Steven S. Plotkin* and Jose! N. Onuchic†
Department of Physics, University of California at San Diego, La Jolla 92093, USA

1. Introduction 111

2. Levinthal’s paradox and energy landscapes 115

2.1 Including randomness in the energy function 121
2.2 Some effects of energetic correlations between structurally similar states 126

3. Resolution of problems by funnel theory 128

3.1 Physical origin of free-energy barriers 133

4. Generic mechanisms in folding 138

4.1 Collapse, generic and specific 139
4.2 Helix formation 139
4.3 Nematic ordering 141
4.4 Microphase separation 142

5. Signatures of a funneled energy landscape 145

6. Statistical Hamiltonians and self-averaging 152

7. Conclusions and future prospects 156

8. Acknowledgments 157

9. Appendix: Glossary of terms 157

10. References 158

1. Introduction

The current explosion of research in molecular biology was made possible by the profound

discovery that hereditary information is stored and passed on in the simple, one-dimensional
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Fig. 1. All information necessary for the structure and function of a living organism is contained in

the 1D sequence of base pairs in the DNA molecule. This information is eventually translated to

the specific sequences of amino acids in protein chains. This 1D information encodes, through the

complicated process of folding, for the 3D information contained in the native structure in which the

protein is functional. Folding is non-local in that it involves bringing parts of the chain remote in

sequence close together in space.

(1D) sequence of DNA base pairs (Watson & Crick, 1953). The connection between heredity

and biological function is made through the transmission of this 1D information, through

RNA, to the protein sequence of amino acids. The information contained in this sequence is

now known to be sufficient to completely determine a protein’s geometrical 3D structure, at

least for simpler proteins which are observed to reliably refold when denatured in vitro, i.e.

without the aid of any cellular machinery such as chaperones or steric (geometrical)

constraints due to the presence of a ribosomal surface (for example Anfinsen, 1973) (see

Fig. 1). Folding to a specific structure is typically a prerequisite for a protein to function,

and structural and functional probes are both often used in the laboratory to test for the

in vitro yield of folded proteins in an experiment.

Further understanding of the molecular description of life thus requires answering the

deceptively simple question of how the 1D sequence of amino acids in a protein chain
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determines its 3D folded conformation in space." Although this problem is now considered

central to molecular biology, only after about 40 years of study is it beginning to yield to the

combined efforts of molecular biologists, chemists, physicists, and mathematicians. The

difficulty of the problem lies in the unfamiliar nature of 1D to 3D information transcription

in going from protein sequence to protein structure : the information processing cannot go

in a sequential symbol by symbol fashion, but must operate simultaneously using remote parts

of the sequence, and hence is essentially a non-local, collective process rather than the trivial

translation of a message.

Initial progress was primarily descriptive. Proteins were observed to be covalently bonded,

linear polymers with a specific primary sequence of side-chains or amino acids attached at

regular intervals, constituting the 1D information pattern. While a given sequence uniquely

determines a folded structure, a given structure may be highly degenerate in the sequences

that fold to it, or can be ‘designed’ for it. Finding these sequences is known as the inverse

protein folding or design problem. It is not uncommon for sequences with less than 50%

identity of amino acids to fold to the same or similar structure, with nearly the same folding

rate at a given stability.

The first X-ray crystallographic structure observed, that of myoglobin, revealed a

surprising amount of irregularity and apparent lack of symmetry as compared to the simple

double-stranded DNA structure observed 5 years earlier (Kendrew et al. 1958) (see PDB entry

1mbn). The structures appeared as densely packed random walks of the backbone chain, soon

understood to be driven at least in part by the hydrophobic interaction of some of the buried

side chains with the surrounding water (Kauzmann, 1959). However at smaller length scales

(several angstroms) structural regularities are seen in the form of helical segments of polymer

interspersed throughout the globule (α-helices) (Perutz, 1951). This ‘ secondary ’ structure,

predicted earlier to be stabilized by hydrogen bonds (Pauling et al. 1951), allows hydrophobic

parts of the protein to be buried while hydrophilic parts, including the backbone chain itself,

are exposed to solvent, crudely analogous to micellar formation.

A later analysis showed that the space of sterically allowed, local rotational angles of the

backbone chain was quite restricted (Ramachandran & Sassiekharan, 1968). One of the

allowed regions corresponded to the α-helix, another to a pleated 2D structure of parallel or

anti-parallel strands (β-sheets). These structures can persist indefinitely in effectively infinite

protein structures such as wool (the α-helix) or silk (the β-sheet), but in globular proteins

(C 10–50 AI in linear dimension) they are broken up by turns of dense, semi-rigid random-

coil. The secondary structural elements of a protein are determined through the collective

interactions of the elements with the rest of the molecule : the identity of an amino acid does

not by itself exclusively determine what secondary structure it will be found in. For example,

negatively charged Glutamic acid (Glu) occurs in 5 places in the chain A subunit of bovine

pancreatic ribonuclease (PDB code 1C0B) depicted in Fig. 1 : in residue position 2 (near one

end) it is in the coil configuration, in position 9 it is in an α-helix, in position 49, coil, in

" More precisely the set of near native conformations, for example under biological conditions,

conformational fluctuations around the folded structure in myoglobin render the protein transparent to

O
#
, even though there is no access channel to the heme evident in the crystal structure (Kendrew et al.

1958). In depth studies of the structure and dynamics within the native ensemble of conformational

states have been made (Austin et al. 1975) which we will not consider in detail here, since we concentrate

on the folding transition to this ensemble.
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position 111, β-sheet. The corresponding residues in human ribonuclease, determined by

structural alignment (Holm & Sander, 1996), are : Glu2, a polar residue which is uncharged

but has a similar amino-acid structure ; however it maintains an α-helical conformation;

Leu10, a hydrophobic residue, Glu49, Asp84, another negatively charged amino acid ; and

Glu109. The corresponding amino acids are at different residue indices because the

functioning protein is amenable to omissions or insertions in sequence. The two proteins are

overall highly similar in structure as determined by their Cα–Cα distances (Holm & Sander,

1996). Thus the corresponding residues in the functioning protein from another species, or

even of the same species at different stages of its evolution, may or may not be the same, or

even the same type. Moreover they tend to, but need not have the same secondary structure

since a protein can still function for a class of native structures with some non-zero degree

of structural variance. The upshot from this example is that the formation of the folded

structure is governed by the collective effects of non-covalent interactions in essentially the

whole molecule : A theory that is local cannot solve the protein folding problem (Wolynes,

1992; Ngo et al. 1994). This is fundamentally different from the self-organization occurring

in biological systems without fixed disorder, for example the hierarchical helix-formation

involved in DNA folding, where the disorder in the sequence is suppressed by complementary

base pairs, and the folding (supercoiling) mechanism is local. Collective interactions slow

folding while enhancing stability by involving non-local parts of the chain in the folding

nucleus.

The interactions stabilizing the native structure tend to also be cooperative : the energetic

gains in forming native structure are achieved only when several parts of the protein are in

spatial proximity and interacting (Perutz, 1970; Finkelstein & Shakhnovich, 1989; Murphy

& Freire, 1993; Plotkin et al. 1997; Sorenson & Head-Gordon, 1998; Lum et al. 1999). There

is a larger entropic barrier for this kind of process than for one involving simple pair

interactions. We investigate cooperative effects later in Part II of this review series.

In forming a protein which is compact overall, the elements of secondary structure must

themselves be packed together into what is called tertiary structure. β-Sheets can only be

oriented in certain ways when stacked on top of each other, as in the packing of 2D layers

into crystals (Chothia et al. 1977). Similarly at lower temperatures it becomes favorable for

α-helices to align nematically as in liquid crystal ordering of rigid rods (Onsager, 1949; Flory,

1956; de Gennes, 1975), an effect also studied in nematic polymers and known as induced

rigidity (de Gennes & Pincus, 1977).

High-resolution determinants such as NMR and crystallization have now revealed a

prevalence of spatial group symmetries in native protein structures (Richardson, 1981;

Chirgadze, 1987; Murzin & Finkelstein, 1988). For example cytochrome B
''#

has a 4-helix

bundle motif with the approximate symmetry group of a square with undirected sides (the

dihedral group D
%
), plus a reflection through the plane orthogonal to the long axis. The

location of the active site is unrelated to the structural symmetry of the protein, implying that

the symmetry exists to assist folding rather than function. The current understanding of this

phenomenon is that a symmetric structure has lower overall energy, just as the close packing

of simpler molecules into a crystal having lower group symmetry than the liquid maximizes

the number of interactions (Wolynes, 1996). The heteropolymeric nature of proteins

introduces effective defects into the structure, making the symmetries approximate.

Evolutionary pressure for folding to a stable structure may impart en-passant crystal-like

group symmetry properties to the ground state of the system.
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Larger proteins undergo still higher levels of organization in the form of domains, which

tend to be contiguous in primary sequence and compact three-dimensionally (Wetlaufer,

1973). Finally, functioning biomolecules are often multi-protein complexes held together by

van der Waals interactions or salt bridges, as in the case of the four myoglobin units

comprising hemoglobin. This level of organization is usually referred to as quaternary

structure, and allows for even larger scale collective motion. For example the allosteric

function of hemoglobin results from cooperative effects on oxygen-binding affinity when the

subunits are arranged in their quaternary structure (Monod et al. 1965; Perutz, 1970). This

effect allows oxygen to be released from the molecule at venous oxygen pressure.

Some good reviews of protein folding, structure, function, and related issues are given in

the References (see Go- , 1983; Dill, 1990; Frauenfelder et al. 1991; Wolynes, 1992; Karplus &

Shakhnovich, 1992; Creighton, 1992; Bryngelson et al. 1995; Dill et al. 1995; Baldwin, 1995,

1999; Ball et al. 1996; Onuchic et al. 1997; Veitshans et al. 1997; Dill & Chan, 1997; Pande

et al. 1997, 2000; Brooks et al. 1998; Dobson et al. 1998; Garel et al. 1998; Gruebele, 1999;

Fersht, 1999; Wales & Scheraga, 1999; Honig, 1999; Onuchic et al. 2000). In the next two

sections, we give an overview of the deeper conceptual issues involved in folding. We will

often bring in equations derived later in the text to elucidate a point, always citing the future

place they appear within the article. Terms are typically defined when introduced, however

the reader may find the glossary in the Appendix helpful. We will also reference a review to

appear in a subsequent issue of this journal, where many of the subjects mentioned here are

treated more fully, as Part II.

2. Levinthal’s paradox and energy landscapes

The observation mentioned earlier that proteins can fold reversibly in vitro without any

external cellular machinery means that the folding mechanism can be theoretically and

experimentally studied for a single isolated protein molecule interacting with solvent. In this

review we study the theoretical aspects of the folding process based on this assumption. We

will not treat in any detail those aspects of the folding problem related to predicting the actual

folded structure from a given specific sequence – instead we will concentrate on elucidating

general features present in the folding mechanism which are common to all proteins, as well

as general principles which allow one to predict specific properties common to a set of

proteins having a given structural or energetic feature.

The reversible in vitro folding of a single protein means that the protein in the native state

is thermodynamically stable, and therefore that the native state has the global minimum

free energy of all kinetically accessible structures (Epstein et al. 1963; Levinthal, 1969).

Furthermore since the folded state is a small ensemble of conformational structures compared

to the conformational entropy present in the unfolded ensemble, at a coarse-grained level of

description the folded structure must then have the lowest internal energy of all kinetically

accessible conformational structures.# We can define the energy landscape for this system as

a mapping of the chain conformation to its internal energy, along with rules defining what

# Internal (free) energy is defined here as the free energy of a single backbone conformation, i.e.

backbone conformational entropy has been subtracted out of the system.
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Fig. 2. Folding amounts to configurational diffusion on an energy landscape which has an overall

funnel topography. The landscape is inherently many-dimensional corresponding to the intricate

connectivities between configurational states, so the funnel schematic is clearly a projection. The depth

represents the free energy of a conformational state, the width is typically taken to be a measure of the

configurational entropy. Different states have different energies. Each state has a transition matrix

describing transition rates to configurations locally connected to it. The set of states along with their

energies and transition matrices fully determine the folding dynamics for the system.

configurations are accessible from a given configuration and how the protein can move

between them (see Fig. 2).

Proteins have been evolutionarily designed to perform a specific biological function [or

functions, for example cylin-dependent kinases have at least four functional sites (Dreyer

et al. 2001)]. Essential to this function for many proteins appears to be the existence of a well-

defined conformational structure under biological conditions. Thus part of the evolution

process must involve design to fold to a well-defined structure. The co-evolution of function

and native stability is non-trivial, since, e.g. preserving functions involving large-scale

conformational changes may frustrate stability of the folded structure (see, for example

Brown & Sauer, 1999; Garcia et al. 2000). The primary force opposing the transition to a

well-defined structure is the necessary loss of conformational entropy of the polypeptide

chain, since solvent entropy increases upon burial of non-polar side-chains, as well as for the

organization of the polar groups (see Fig. 3, inset).

As can be seen from the experimental data in the inset of Fig. 3 (Makhatadze & Privalov,

1996), the conformational entropy gives the largest contribution to the entropy change of the
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Fig. 3. (Inset) The entropy change in folding, shown here for Barnase (Makhatadze & Privalov, 1996),

has four main contributions, organization of non-polar and polar residues which are both positive on

folding, and conformational entropy of the backbone and side-chains, which are negative on folding.

Much of the side-chain entropy is believed to be retained upon folding, while much of the backbone

entropy is believed to be lost. The total entropy change on folding may be positive or negative ; the total

free energy change on folding is negative if the folded state is the equilibrium state, as seen below about

55 °C. The main figure shows the contributions to the Gibbs free-energy. Hydrogen bonding and

hydrophobic forces drive folding, while conformational entropy loss opposes it. All contributions are

large in magnitude compared to the net free-energy change. (Adapted from Makhatadze & Privalov,

1996.)

protein upon folding. The entropy change of hydration of polar and non-polar groups are

both positive on folding and so drive the folding process. Consideration of both of these

entropic factors significantly increases the value for the conformational entropy loss from

previously believed values (Makhatadze & Privalov, 1996), although the numbers used here

may be an over-estimate. This value includes the backbone conformational entropy loss, as

well as the entropy loss to pack side-chains. The latter number is estimated to be about

14 J}(K mol residue) (McCammon et al. 1977; Karplus & McCammon, 1983; Doig &

Sternberg, 1995). Much residual side-chain entropy is believed to be present in the folded

state (McCammon et al. 1977; Karplus & McCammon, 1983). According to the experimental

data in Fig. 3, the backbone entropy loss is about a factor of 3 greater than that of side-chain

packing, so that protein folding is largely a backbone conformational transition. This is the

assumption prevalent in many theoretical models of folding, and most computational models

of folding. The favorable entropy to order hydrophobic and polar residues is typically

incorporated into the effective free energies of interactions between residues in the native

conformation.

The extent of the entropy lost in folding is enough to eliminate the possibility of an

exclusively random search for the native structure : From Fig. 3 (inset) the conformational

entropy loss per residue ∆s(c) for Barnase folding at 25 °C is approximately

∆s(c) ¯ s(c)
u

®s(c)
f

Ek
B

ln

E

F

Ω
u

Ω
f

G

H

E 57
J

K mol residue
. (2.1)
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(a) (b)

(c) (d)

Fig. 4. Schematic density of states n(E, QrE
N
) versus the energy E and order parameter Q measuring

native similarity, given a state at Q¯ 1 has native energy, E
N
. Surfaces are shown for several different

model landscapes, to illustrate the importance of both energy and entropy function. (a) Golf-course or

Levinthal landscape. The energy is well defined at Q, but does not drop down until QE 1. The entropy

decreases as Q increases, which results in a pathologically large entropy barrier to fold. The

corresponding golf-course or Levinthal landscape is shown in the inset. (b) Independent residue model.

The energy correlates well with Q and has a narrow width due to the absence of non-native

heteropolymer interactions. The landscape is energetically funneled, but the independent residue

entropy function leads to pathologies in stability and folding barrier (see Section 2). The inset shows

the corresponding ‘wine-glass ’ funnel. (c) Random heteropolymer landscape. Random interactions lead

to a broad distribution of state energies. The ground state energy EU

GS
at QE 0 is almost as low as the

true ground state E
N

at Q¯ 1, and small perturbations in protein sequence or environment may cause

the ground state conformation at QE 0 to become the new true ground state, as illustrated

schematically with the corresponding energy landscape. The configurational entropy is shown here to

decrease sublinearly due to polymer topological constraints (see Part II). (d ) Funneled landscape of a

minimally frustrated heteropolymer or protein. Random interactions are present which broaden the

density of states, however minimal frustration leads to a residual correlation of mean energy with Q (see

e.g. Gutin et al. 1995). The ground-state energy (EU

GS
) of the states at QE 0 is significantly higher than

the true ground state energy E
N

at Q¯ 1. The incomplete cancellation of entropic losses and (negative)

energetic gains as Q increases leads to a residual free-energy barrier to fold. The thermodynamic

properties of each of these landscapes are described in Fig. 5.
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Here Ω
u,f

is the number of states per residue in the unfolded and folded states respectively,

and k
B

is Boltzmann’s constant. While the number of Eq. (2.1) may be an over-estimate, since

it is comparable to the conformational entropies of many liquids, it is worthwhile to use the

number in the following argument. Regardless of the number of states Ω
f
in the folded

ensemble, the number of states per residue to be searched through before finding a

conformational state consistent with native structure is

exp ∆s(c)}k
B
E 900

states

residue
(2.2)

or an entropy of about 6±8 k
B

per residue.$ Thus there is a huge conformational state space

available to the system. Since Barnase has C 110 residues, Ω
tot

C 900""!C 10$#& states, of

which a particular one or a very small subset must be found in folding. The estimate in

Eq. (2.2) assumes the same Boltzmann weight for the probability of each state in the unfolded

ensemble, however removing this assumption only makes the configurational entropy larger

as determined from the measurement. Moreover, estimates of the water-accessible surface

area of unfolded Barnase indicate a state similar to a random-coil, so enthalpic differences

between conformations should not be too large,% and the approximation of equal occupation

probability for many of the states is not obviously poor.

Letting ν¯Ω
u
1 be the total number of states of each residue and assuming one state

per residue in the folded structure, the probability in a trial from a random search that any

residue finds its native state is 1}ν. Then the probability Prand

F
that all N residues

independently find their native states is ν−N. The mean number of trials NG needed to find the

full native conformation is then 1}P rand

F
¯ νN. The mean first passage time to find this state

is the sampling time τ
!
times the mean number of required trials NG . The faster isomerization

rates k
!
of a protein chain are of order (1 ps)−", so within a picosecond all residues made an

attempt to find their native state.& Then the mean first passage time is

τ random

F
E τ

!
νN¯ (10−"# s) 900""!C 10$!& years (2.3)

or about 10#*& times the age of the universe ! The argument showing the impossibility of

protein folding by random search was first made in passing by Levinthal (1969) in an article

questioning the necessity of Anfinsen’s thermodynamic hypothesis mentioned above

(Anfinsen, 1973).

In this formulation of the problem, finding the native structure is analogous to a drunken

golfer finding the hole on a vast green (see inset of Fig. 4a), and it is useful to think of folding

$ These entropies are somewhat higher than previous estimates for conformational entropy (of

C 2±3 k
B
}residue or C 10 states}residue) basically because previous estimates did not take into account

the loss in entropy on unfolding due to the hydration of polar groups (Makhatadze & Privalov, 1996),

(see Fig. 3, inset). These entropy losses, while possibly an over-estimate, are still significantly less than

say an ideal gas, which has C 10( states}particle at STP.
% This is not necessarily true in the collapsed molten globule state, where strongly repulsive residues

may be in contact in some configurations and strongly attractive residues may contact in others.
& In Monte-Carlo simulations of folding where local moves in random positions are attempted, the

‘ time’ associated with a Monte Carlo step scale like C 1}N, where N is the size of the system, since

these moves are occurring concurrently throughout the real system. Molecular dynamics simulations,

which integrate Newton’s equations with noise, do not have this problem.
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in this scenario as occurring on an energy landscape with a golf-green topography: the system

obtains no energetic gain from ordering any residues until it stumbles upon the complete

native structure,' so sampling is unbiased. The log density of states looks schematically as in

Fig. 4a, and the energy, entropy, and free energy as a function of the amount of folded

structure are given in Fig. 4.

Real proteins have in vitro folding times of Cµs®s, so only a tiny fraction of the available

conformational space is actually sampled in a given folding event. Since proteins are thermo-

dynamically stable in their native structure, it is instructive to redo the Levinthal argument

above assuming each residue has an average stability δg in its native state (Zwanzig et al.

1992). Figure 3 shows the various free-energy contributions upon folding of Barnase (Griko

et al. 1994). The transition is opposed by the loss in conformational entropy, and driven by

gains in free energy due to hydrophobic burial and hydrogen bond formation. These two

potentials are comparable in magnitude. The modest total free-energy change upon folding

arises from the cancellation of these large terms. At a temperature of 300 K, the overall

stability of one molecule of Barnase is only 50 kJ mol−" or 20 k
B
T : each amino acid is stable

by only δgE 0±18 k
B
T on average (N¯ 110 for Barnase). If each residue is treated as

independent, and imparted the average stability, the probability p
N

each residue is native at

say 300 K is only

p
N

¯
1

1e−δg/T
E 0±55, (2.4)

again under the critical assumption that residue fluctuations are independent. Following the

argument that led to Eq. (2.3), the mean first passage time is(

τ indep

F
E τ

!
(1e−δg/T)NE (10−"# s) (1±8)""!C 10* years. (2.5)

To obtain a folding time of 1 ms, a stability of 430 kJ mol−" is needed; about 8 times the

experimentally determined value. Explicitly solving for the mean first passage time from the

master equation gives essentially the same result (Zwanzig et al. 1992). At the temperature

where each residue is equally likely to be native or unfolded, i.e. where δg¯ 0,

τ indep

F
E τ

!
2N¯ τ

!
eNln#C 10"$ years. (2.6)

The marginal stability of the native structure also poses a structural problem for independently

fluctuating residues. Protein function often depends on a well-defined native structure,

however for independent residues, the probability n independent residues are native is given

by the binomial distribution, and the average number n- of native residues at 300 K is n- ¯
Np

N
E 60. It is dubious there is enough native structure here to preserve function, and such

a low value is not consistent with many experimental structural probes.

Even though the topography of the energy landscape here is that of a funnel with the

correct overall slope (energetic bias), correlations in the nativeness of residues, and the

resulting collective conformational motions, must be accounted for to give reasonable kinetic

predictions, as well as the required stability necessary for function. See Fig. 4b for illustrations

of the independent residue landscape. Accounting for the coupling of nativeness between

' Problems with energy landscape of this nature (the golf course), when viewed as optimization

problems to find the ground state, have been shown to be NP complete (Baum, 1986) ; it takes a

computer an exponentially long time (τC exp N ) to find the ground state as well.
( Note that, when there is no energetic bias, δg¯®T ln Ω

u
and the Levinthal result in Eq. (2.3) is

recovered.
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residues when say n residues overall are native amounts to correctly enumerating the number

of states at n. Then one can calculate the transition kinetics for the accessible states. In the

following sections we pursue this approach to calculate the correct reaction surface, then the

kinetics on that reaction surface.

To illustrate what is happening physically in the independent fluctuation model above,

each residue can be considered to have 1 native state with energy ε (ε! 0) and Ω
u
non-native

states with zero energy. Then in the model the energy gain in folding is proportional to the

number of native residues, so the energy is a linear function of n :

E(n)¯ nε. (2.7)

The entropy is composed of two terms by construction of the model. There are (N
n
) ways to

choose n native residues, and each of these configurations have ΩN−n

u
states. So the entropy

as a function of n is

S(q)EN [(1®q) ln Ω
u
®q ln q®(1®q) ln (1®q)], (2.8)

where q3 n}N is a number between 0 and 1 (the entropy is extensive). At the temperature

T
F
, where each residue is 50% native, ε¯®T

F
ln Ω

u
, and the free energy F(q)¯

E(q)®T
F
S(q) becomes

F(q)

T
F

¯N [q ln q(1®q) ln (1®q)] (2.9)

up to a constant (®N ln Ω
u
). The free energy F(q) has a single basin with a minimum at

q¯ "

#
and maxima at q¯ 0 and q¯ 1 (see Fig. 5b). The depth ∆F of the minimum is N ln 2.

This explains the long folding time at T
F
, as well as the weak stability of the native structure.

The native structure is stable only when the overall free-energy profile is downhill, which

does not occur until very low temperature :

T
stable

E
rε r

ln N
. (2.10)

In this model, solving the kinetics amounts to reproducing an Arrhenius equation for the

folding time:

τ
F
¯ τ

!
e∆F/T, (2.11)

which at T
F

above is τ
!

exp (N ln 2), as in Eq. (2.6).

This example is instructive in that it shows the importance of accurately calculating the

entropy of the landscape as well as the energy, and moreover that there is an intimate

connection between folding kinetics and the thermodynamic free-energy landscape. Several

of the following sections will be devoted to treating these aspects in detail. The above model

also neglects the potentially important effects of a temperature-dependent prefactor τ
!
(T ),

which may arise due to non-native trapping. Both barrier heights and prefactors are

important in determining the rate.

2.1 Including randomness in the energy function

In the previous example, the low energy native state was baked into the model a priori, and

the other states were assumed to all have the same energy. It is unlikely any real sequence of

amino acids has this landscape, since real protein sequences have likely evolved either from

a nearly random sequence or a nearly uniform sequence in selecting for stability in a
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Fig. 5. Energy, entropy, and free-energy surfaces as a function of native similarity and at the folding

temperature (T
F
), for various models considered in the text. (a) For various degrees of cooperativity in

the energy function. In the high-cooperativity limit where all the residues must be in spatial proximity

to obtain energetic gain (solid lines), the Levinthal golf-course landscape is recovered. (b) For the

independent-residue model, where amino acids are allowed to make independent fluctuations between

native and non-native conformations. The U-shaped free-energy profile gives an unstable native

conformation except at very low temperatures. (c) For a system modeling a random heteropolymer.

Curves are obtained from an off-lattice HP model (Nymeyer et al. 1998). The thermal entropy is seen

to be rugged and is numerically much less than the configuration entropy, indicating non-self-averaging

effects are present. (d ) For a system modeling a well-designed protein. Curves are obtained from an

off-lattice Go- model (Nymeyer et al. 1998).

functional conformation and rapid and reliable folding to that particular conformation. For

a given sequence of amino acids, the energy of a configuration is given by the sum of the

energies of interactions between residues. Because of the numerous species of different amino
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acids (20) and their varied steric factors affecting hydrogen bonding and varied

hydophobicities, proteins are characterized by a diversity of interaction energies. The

landscape cannot be flat as assumed in the Levinthal argument, but must have some

ruggedness to reflect this diversity of interaction energies. By the central limit theorem the

total energies of configurations for a random sequence are Gaussianly distributed, and the

energy landscape and density of states looks like those in Fig. 4c.

A result from applying spin-glass theory to a random heteropolymer (Bryngelson &

Wolynes, 1987; Shakhnovich & Gutin, 1989) is that even the lowest energy states have sets

of interactions that are frustrated: there are both attractive and repulsive interactions between

parts of the chain. A random sequence typically cannot satisfy all of its structural constraints

without bringing some relatively repulsive parts of the chain in proximity. Short chains with

only a few allowable interaction energies (n-letter codes) may have several unfrustrated

ground states. The problem in folding then becomes one of energetic discrimination between

the native and competing states.

Another feature arising from the application of spin-glass theory to the heteropolymer is

that the nearly degenerate ground states of the random heteropolymer are structurally

dissimilar : they are disparate enough so that they share very few common interactions

(Bryngelson & Wolynes, 1987; Shakhnovich & Gutin, 1989). This is a general feature of

landscapes with frustrated interactions (Derrida, 1981; Me! zard et al. 1984, 1986). To go from

one nearly lowest energy state to another demands that we choose an almost completely

different set of contacts, corresponding to a reshuffling of nearly all the interacting residue

pairs and thus a globally different conformational state. For example the ground-state energy

of the unfolded ensemble at QE 0 in Fig. 4c is approximately equal to the ground-state

energy of the whole system at Q¯ 1.

An obvious problem with sequences having the landscape topography of Fig. 4c is the

stability of the native structure : small perturbations in the environment or sequence result in

a new ground state with globally different topology. Large regions of the phase space would

have to be restricted kinetically for the native state to maintain stability. If the protein

randomly picked a basin to fall into, as in an un-chaperoned folding mechanism on a rugged

unbiased landscape, a large fraction of proteins would have to be eliminated by degradation.

In Part II.3, we calculate the number of basins on the landscape at the bulk glass transition

temperature to be about the square root of the total number of collapsed states Ω
basin

EΩ!
±
&

(Plotkin et al. 1996). Since the helix-coil transition is well above this temperature, the protein

will generically have transient helical structures which reduce the conformational entropy and

renormalize the interaction energies. Thus the folding transition in protein sequences of

length 60–80 residues may be roughly analogous to the folding transition in smaller

minimalist models such as the 27-mer or 36-mer lattice model (Onuchic et al. 1995). Taking

the respective number of collapsed conformational states for each, C 10& or C 10) (Flory,

1949, 1953; Sanchez, 1979; Bryngelson & Wolynes, 1990), the approximate number of basins

is between 300 and 10000. So only about 1 protein in a thousand would be functional under

this mechanism, meaning it is unlikely that this scenario would persist if evolution is

concurrently selecting for reliable folding.

Another problem with typical random sequences is that the energetic variance of

interactions is apparently not large enough: at biological temperatures, no conformational

state is low enough in energy to be stable, and the system simply wanders configurationally

about the landscape. The glass temperature (T
G
), where a random sequence would be stable
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in one of the ground states, depends on the energetic variance and entropy in the system. One

can estimate the energetic variance by comparing the timescale of reconfigurational dynamics

in the collapsed molten globule (τ
MG

) to the timescale of reconfigurations in the random coil,

τ
RC

, (Onuchic et al. 1995). At T
F
, the mean time for reconfigurations on a rugged landscape

is approximately

τ
MG

E τ
RC

exp

E

F

S
MG

T#
G

T#
F

G

H

(2.12)

[see Eq. (2.28)]. Reconfigurational timescales τ
MG

in molten globule α-lactalbumin are about

10−$ s®10" s (Kim et al. 1999) ; similar timescales are observed in apocytochrome b
&'#

(Feng

et al. 1994). On the other hand, reconfigurations of secondary structure in a free chain occur

on timescales of about τ
RC

E 10−* s. α-Lactalbumin has a chain length of 123, so the molten

globule backbone entropy may be better estimated by a 64-mer minimalist chain, assuming

secondary structure reduces the degrees of freedom by approximately 50% as above. The

chain entropy of a collapsed walk for the 64-mer is about 40–50 k
B
, assuming a number of

states per residue slightly less than 10. Here we assume a smaller, more commonly accepted

value for the entropy of the collapsed chain than for the case of Barnase where the chain is

in the coil. From Eq. (2.12) T
F
}F

G
can be estimated:

T
F

T
G

¯A S
MG

ln(τ
MG

}τ
RC

)
E 1±4®1±9. (2.13)

The T
F

for α-lactalbumin is approximately 340 K (T
F
E 330 K for apocytochrome b

&'#
is

comparable). This gives a T
G

of approximately

T
G
E 180 K®240 K. (2.14)

This temperature is well below biological temperatures, meaning that a typical random

sequence is not particularly stable in any conformation at temperatures where it must

function. Assuming about 100 k
B

of entropy in the molten globule gives T
F
}T

G
E 2±3 or

T
G
E 150 K. Larger entropy in the molten globule only further reduces the temperature

where the ground state is stable.

Put another way, a protein sequence must have enough extra energetic stability (E
F
) in

its native configuration to balance the free energy of the molten globule at the T
F
. From

Eq. (5.15) for the free energy derived later, the free energy of the unfolded or molten globule

phase is given by

F
MG

¯E{ ®TS
MG

®
∆#

2T
(2.15)

where E{ is the mean energy of the globule, S
MG

is the configurational entropy of an unfolded

but collapsed globule, and ∆# is the total variance of non-native interactions in the globule.

We have neglected the presence of any native structure in the unfolded phase for now, and

we are also ignoring any effects of concurrent collapse and folding, a subject treated later in

Part II. The free energy in the folded phase is E{ E
F
, where E

F
is the extra energetic stability

in the folded structure. From Eq. (2.15) and S¯®¥F}¥T, the thermal entropy in the

molten globule can be obtained as

S(T )¯S
MG

®
∆#

2T#

(2.16)



125Understanding protein folding

and thus the thermal energy as

E(T )¯E{ ®
∆#

T
. (2.17)

If there were no folded state of low energy, as the temperature is lowered, the thermal entropy

would vanish at a T
G
, given by

T
G
¯

∆

o2 S
MG

, (2.18)

where the system would be frozen into a low-lying state of energy

E
GS

¯E(T
G
)¯®∆o2 S

MG
(2.19)

below the mean energy EG . Equations (2.18) and (2.19) are the relevant transition temperature

and ground-state energy (E
GS

) if the sequence were scrambled, i.e. for a random

heteropolymer (RHP) of the same composition. Equating the free energies of the folded and

unfolded states at T
F
, and using Eq. (2.18) for the T

G
in the unfolded (QE 0) phase, gives

finally :

E
F

T
F

¯®
A

B

1
E

F

T
G

T
F

G

H

#
C

D

S
MG

E®1±4 S
MG

, (2.20)

using an estimate for T
F
}T

G
around the average in Eq. (2.13).

However if the protein sequence were scrambled and reassembled along a chain, the energy

of the ground state (in units of the original T
F
) would be [see Eq. (2.19)]

E
GS

T
F

¯®2 S
MG

T
G

T
F

E®1±2 S
MG

, (2.21)

so the ratio of a typical protein E
GS

to the RHP E
GS

is approximately

E
F

E
GS

¯
1(T

F
}T

G
)#

2(T
F
}T

G
)

E 1±1 (2.22)

for T
F
}T

G
E 1±65. Modest minimal frustration in the ground state, in this case resulting in

only about 10% extra energy, can dramatically change the phase diagram and corresponding

phase transition temperatures. Note that when T
F
¯T

G
, E

F
¯E

GS
by Eq. (2.22).

Since T
F

is well above T
G
, the disorder should be self-averaging in the sense that the

ground states of a random sequence should be about the same energy as the lowest energy

states of the protein sequence when the protein is thread through the ensemble of collapsed

structures unrelated to the native structure (the ensemble having essentially no native

contacts). Equations (2.20) and (2.21) give

E
F
®E

GS
¯®

E

F

1®
T

G

T
F

G

H

#

T
F
S
MG

(2.23)

or in other words the low-energy competing structures are about 10 k
B

T
$!!K

or 25 KJ mol−"

above the energy of the native structure, using the numbers in the above example. This
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number may seem small ; a factor of 2 in the entropy doubles the energy gap. On the other

hand, the calorimetric measurements for the entropy loss on folding of Barnase result in an

energy gap that is quite large (Fig. 3 inset). From Eq. (2.1), the extra stability is of the order

100 k
B

T
$!!K

. However the entropy inferred from the calorimetric data in Barnase may be

closer to the coil entropy than the collapsed molten globule entropy relevant when

considering competing states with the ground state.

2.2 Some effects of energetic correlations between structurally similar states

The above calculation overestimates T
F
}T

G
because it assumes the states on the landscape are

uncorrelated in energy regardless of their structural similarity.) Inferred from the measured

diffusion timescales, the energetic variance between states and thus T
G

are much higher for

a correlated landscape. Accounting for correlations in the landscape gives a significantly

lower value of T
F
}T

G
as follows. First, a new feature when correlations are accounted for is

the existence of a dynamical glass temperature (T
A
) where reconfigurational barriers vanish.

The fact that the diffusion timescales in many proteins are orders of magnitude different in

the molten globule and random coil indicates that for these proteins the folding transition

temperature (T
F
) (roughly where the measurements are made) is below T

A
. Below T

A
, the

mean reconfigurational diffusion time ©τª is calculated as a barrier-hopping process, and can

be expressed in terms of the fraction of entropy remaining at the barrier peak s41, the position

of the barrier peak q1, measured as the fraction of residue–residue contacts shared with the

local minimum configuration, and the reduced temperature TN in units of T
G
. The result for

the mean reconfiguration time is (see Part II)

©τ(T )ªE τ
!

exp [S
MG

((1®q1®sh 1)®(2®q1) (1®T� −")#)]. (2.24)

Using ©τ(T
F
)ªE 10−$ s and S

MG
E 50 k

B
in Eq. (2.24), and the estimates within the

correlated landscape theory of s41 F 0±4 and q1 F 0±3 (Wang et al. 1997), gives a value for

T
F
}T

G
of only about 1±1, and thus Tcorr

G
E 300 K. This estimate (which strongly smoothes the

landscape) and the REM estimate (which over-represents the ruggedness) probably bracket

the true value for T
G
. Nevertheless, the GREM estimate suggests that some sequence

compositions may have T
G

significantly higher than previous estimates. Assuming entropies

of about 100 k
B

in Eq. (2.24) gives T
F
}T

G
E 1±4 or T

G
E 240 K.

On the other hand, the value of Tcorr

G
is lowered when the energetic cooperativity of

interactions is taken into account. The interaction energies arise from the free energy of

burying hydrophobic surface area, and hydrogen bonding between side-chains (and backbone

in the case of helices). The buried surface area for three hydrophobic residues is more than

the sum of the surface area buried pair by pair, so there is an explicitly cooperative interaction

in folding which reduces energetic gain due to native structural similarity until a larger

fraction of native structure is present, more so than if pair interactions were accounted for

alone. Moreover, models with Hamiltonians containing the sum of residue–residue

interactions may have cooperativity present because a pair-wise potential overestimates the

side-chain entropy lost in packing amino acids together : the entropy loss of packing a third

) Such an approximation is also referred to as the random energy model approximation or REM

approximation. Accounting for correlations in the energetics of similar states on the landscape is

sometimes referred to as the generalized random energy model approximation or GREM.
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side-chain has already been mostly accounted for in the pairwise terms of three amino acids,

so the free energy gain is larger as more residues are involved in the interaction.

Renormalizing the degrees of freedom in the system to coarse-grained residue–residue

interactions can introduce cooperativity in the effective interactions in the Hamiltonian.

While these cooperative effects may depend on the reference state (conformation

corresponding to the trap to be escaped from), making it difficult to apply to configurational

diffusion, it is clear that such effects make the landscape more rugged, and estimates of T
G

and search times are shifted back towards the REM values. In fact for a spin-glass model with

p-spin interactions, the REM distribution of states was obtained in the pU¢ limit (Derrida,

1981), and for the p-contact Hamiltonian we introduce in Part II and applied to folding, the

REM is obtained in the same limit.

Even if a sequence had sufficient energetic variance to have T
G
ET

bio
folding would tend

to be slow on an unbiased landscape. The escape rate from a trap with energy E
i
is the sum

of the rates of escape across saddle points on the landscape:

k
i
¯k

!
3
s

e−(Es−Ei)/T. (2.25)

The number of saddles should scale like the degree of connectivity on the landscape, which

we postulate to scale linearly with N (as the number of dihedral angles in the protein for

example). Then the sum in Eq. (2.25) is approximately the number of saddles times an average

over the saddle-point energies, which we heuristically take to follow the same Gaussian

distribution as the density of states. This amounts to a REM approximation for the saddles.

Then the averaged rate is

ka
i
¯k

!
cN eEi/T&dE

s
P(E

s
)e−Es/T Ek

!
cN eEi/T e∆#

/#T
#, (2.26)

assuming a Gaussian distribution for P(E
S
) with variance ∆#.

The barrier height for each of the saddles depends on the energy of the original state : at

lower temperatures, lower energies tend to be occupied as E(T )¯®∆#}T. Taking the state

i to have the most probable energy at temperature T,

ka (T )Ek
!
cN e−∆#

/#T
# (2.27)

τa (T )3
1

ka
¯

τ
!

cN
eSMGT

#
G/T

# (2.28)

which at T
G

essentially reproduces the Levinthal estimate in Eq. (2.3), now because the

reconfigurational barriers to travel between globally different states scale extensively, as

opposed to the golf-course scenario where an exponential number of states must be sampled

to find a specific one.* For disordered systems such as the RHP, it is believed that there can

exist polynomially many nearly degenerate ground states (Marinari et al. 1996, 2000)

(Ω
GS

CNα). Then the characteristic time at T
G

to find the true ground state or native state

for a RHP is

τa
F
CNα−" eNsMG, (2.29)

where s
MG

is the entropy per residue on the chain. The ground state of a typical sequence of

amino acids strung together is not kinetically accessible on biological timescales at the

* This search time for a random sequence with rugged landscape should perhaps be called the

Bryngelson–Wolynes search time (Bryngelson & Wolynes, 1987, 1989), since these authors first

recognized the search problem is real for typical (non-protein-like) sequences.
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temperatures where it would be thermodynamically stable ; when the system is cooled down

enough so that it stays in the ground-state conformation, it takes too long to get there. Note

that the relaxation time in Eq. (2.28) has a stronger temperature dependence than an

Arrhenius law. An equation of this form was used by Ferry over 50 yr ago to describe

viscosity in liquids and polymers (Ferry, 1950), and many of the same themes as those in the

above calculation arise in theories of reconfiguration in supercooled liquids (Kirkpatrick

et al. 1989; Xia & Wolynes, 2000).

Reconfiguration barriers on a correlated landscape are significantly reduced from the

estimate in Eq. (2.28) (Wang et al. 1997). Evaluating Eq. (2.24) at T¯T
G

gives

©τªcorr (T
G
)¯ τ

!
eSMG("−q

1
−s4

1
) E τ

!
e!±

$SMG. (2.30)

The barriers are about a third of the REM barriers, or the effective chain length is only a third

as long. Accounting for correlations on the landscape greatly reduces the search time, and it

is worthwhile here to recalculate it. The search time on the uncorrelated rugged landscape is

already reduced because collapse and partial helical content reduce the entropy to say

C 50 k
B
®100 k

B
as above. Using Eq. (2.28) at T¯T

G
gives

τ
BW

E (10−* s)(e&!®e"!!)C 10& years®10#( years. (2.31)

The search time on a correlated landscape is

τ
corr

E (10−* s)(e(!±
$)(&!)®e(!±

$)("!!))C 1 ms®3 h, (2.32)

which is within the folding times of real proteins. While the entropy here may be

underestimated, this illustrates the dramatic effect that energetic correlations have on the

dynamics. It also serves as an example of how reductions in the degrees of freedom due to

local mechanisms such as transient helix formation, and generic effects such as sequence-

independent collapse, can reduce the search space to a volume small enough that the native

state may be found on biological timescales. This result as well as the GREM estimate for T
G

suggest other possible mechanisms of folding such as diffusion on a nearly unbiased landscape

with smaller than average barriers (Plotkin & Wolynes, 2002). However the experimental

evidence of robustness to environmental or mutational perturbations still favors a funneled

landscape description. Additionally the comments above on cooperative effects apply here to

the estimates of diffusion times, thus increasing the value of τ
corr

.

While pathologies must be present in smooth landscapes for NP completeness (e.g. the

golf-course topography), NP completeness tends to be a generic property of systems with

rugged landscapes (Kirkpatrick et al. 1983) such as the Ising spin glass, Potts spin glass, real

(structural) glass, as well as RHPs for the reasons discussed above. Variations on the motif

of long-range interactions inducing NP completeness in polymers are present here as well.

For example the ferromagnetic random-field Ising model has polynomial complexity.

(d’Auriac et al. 1985), while the ground state search for a spin glass is an NP complete problem

in dimensions larger than 2 (Barahona, 1982; Bachas, 1984).

3. Resolution of problems by funnel theory

To have a new phase (the folded state) that is stable at biological temperatures, there must

exist structural conformations of significantly lower energy than the ground states of a

RHP. This is analogous to the low-energy, low-entropy crystal state which nucleates out of

a super-cooled liquid at low enough temperature. However here such a low-energy state is
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only allowed by making mutations in the amino-acid sequence, through the process of

evolution, until ground states are found that have most interactions satisfied, and their

energetic frustration thus minimized (Bryngelson & Wolynes, 1987; Goldstein et al. 1992;

Leopold et al. 1992; Shakhnovich & Gutin, 1993; Onuchic et al. 1995; Bornberg-Bauer &

Chan, 1999; Buchler & Goldstein, 1999).

As far as protein function is a prerequisite for replication, and function is contingent on

a fairly well-defined native structure, evolution then selects for native stability, which is

tantamount to selecting for reliable folding."! Insofar as rapidly reproducing life may more

readily adapt to its environment, more rapid dynamics, and consequently more rapid folding,

may be selected for ; slower folding simply sets a different timescale for cell dynamics and an

organism’s lifetime. However, given a set of timescales for an organism, slower folding

proteins may be selected against because of rate-limiting effects on cellular dynamics. This is

one factor among many which has an effect (in this case shortening) on the lifespan of a

particular species over generations.

Since the native structure is the lowest in energy, and structurally similar configurations

must be correlated energetically to it, we should expect the shape of the landscape for a

protein to have a funnel topography, at least in the vicinity of the native structure, and

correspondingly a funneling of the density of states, as in Fig. 4d. In the following sections

and in Part II we will focus on how the energetic correlations due to structural similarity

determine the energy landscape, and how the underlying energy landscape then governs the

free-energy landscape, dynamics, and folding mechanism.

A funneled landscape is robust to environmental perturbations as well as sequence

mutations, because potentially competing low-energy states are still similar in structure (see

Fig. 4d ). This may be quantified by noting that the density of states with energy E and

fraction of shared native contacts Q with given state N having energy E
N

is

n
Q
(E rE

N
)E exp

E

F

S(Q)®
(E®QE

N
)#

2∆#(1®Q)

G

H

. (3.1)

This equation, derived in Part II.4, is equivalent to the total number of states, exp S(Q), times

a gaussian with mean linearly correlated to E
N
, and a variance due to non-native interactions

which linearly decreases with similarity to the native state N. Equation (3.1) applies for an

arbitrary landscape with pair-wise interaction energies, whether funneled or not, in that E
N

need not be low. Here we consider state N to be the ground state or native state of the system.

One approximation made here is that the total number of contacts remains roughly constant

independent of Q. This approximation should be good below the collapse temperature,

however special care should be taken in general to account for cases where collapse and

folding are concurrent, as in well-designed proteins (see Part II.5), or for cases where new

ground states emerge which are not entirely collapsed (Yue et al. 1995).

Let the energies now be perturbed, by the environment or sequence mutations, so that the

new energy E!
i
of state i is the old energy E

i
plus the sum of perturbations on the contact

energies :

E!
i
¯E

i
 3

α!β

δεαβ δαβ (i ). (3.2)

"! Many proteins are not fully structured in vivo ; for these proteins the selection for function may

involve the co-evolution of stability of the protein–substrate complex (Wright & Dyson, 1999;

Shoemaker et al. 2000) ; folding and binding then occur concurrently.
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Fig. 6. Average number of states n! which dip below the putative ground state after a perturbation,

as a function of Q, for originally funneled (solid curves) and random heteropolymer (dashed curves)

landscapes. The plot is on a log scale ; numbers below the dashed horizontal line are less than 1 and

insignificant. From Eqs. (2.20) and (2.21), and using S
MG

E 50 k
B
, the relative stability αF 0±17 for the

funneled landscape (α¯ 0 for the RHP landscape). The lower dashed curve is the RHP landscape before

perturbation. After a perturbation of 10% of the original variance (c¯ 0±1), the funneled ground state

remains robust (lower solid curve) ; any new ground states which emerge are close to Q¯ 1 and thus

similar in structure to the original native state. For perturbations c¯ 0±1 new ground states emerge at

Q¯ 0 for the RHP (upper dashed curve) : the RHP landscape is not robust. For a funneled landscape at

the critical value of perturbation, c¯α from Eq. (3.7), and C/(1) new ground states emerge at Q¯ 0

(middle solid curve). Applying a sufficiently large perturbation (e.g. c¯ 0±35 as in the top solid

curve) eventually destroys the overall funnel topography for an originally funneled landscape.

The sum is over residue indices and δαβ(i )¯ 1 if residues α and β are in contact in state i, zero

otherwise. On average the perturbation in contact energy is taken to be zero, δεαβ ¯ 0 so

EG «¯EG , but has a non-zero variance so that the new energetic variance is δE«#¯ δE#c∆#¯
(1c)∆# with the coefficient c" 0. Then the density of states after the perturbation is

n
Q
(E«rE

N
)¯ eS(Q)P

Q
(E«rE

N
)E exp

E

F

S(Q)®
(E«®QE

N
)#

2∆#(1®Qc)

G

H

. (3.3)

The average number of states at Q that dip below the original ground state (E
N
) after the

perturbation is

n! (Q, c rE
N
)¯ eS(Q)&EN

−¢

dE«P
Q
(E« rE

N
). (3.4)

We take the entropy to be a linear function of Q as a first approximation: S(Q)¯S
!
(1®Q),

and we let the original ground-state energy E
N

¯ (1α) E
GS

, where E
GS

¯®∆o2S
!

is

the ground-state energy of a RHP, and α& 0. Then taking the integral in Eq. (3.4), the

number of states below the original ground state after the perturbation is

n! (Q, c rα)¯ eS!
("−Q)erfc

E

F

(1α)(1®Q)

1®Qc
oS

!

G

H

(3.5)

for a given stratum of states at Q, relative strength of perturbation c, and degree of minimal

frustration α. Here erfc(x) is the complementary error function (Abramowitz & Stegun,

1972).

The function in Eq. (3.5) is plotted in Fig. 6 for funneled as well as RHP landscapes.



131Understanding protein folding

A funneled landscape is robust to an extensive amount of perturbation, while on the

RHP landscape even small perturbations cause a new ground state to emerge which is

structurally dissimilar (Q¯ 0) from the original ground state. For a funneled landscape,

a large enough perturbation can introduce structurally dissimilar ground states. Evaluating

Eq. (3.5) at Q¯ 0 for moderate to large system sizes gives

n! (0, c rα)E exp

E

F

S
!

A

B

1®
E

F

1α

1c

G

H

#
C

D

G

H

, (3.6)

which is less than 1 (i.e. the native state remains the ground state) so long as c!α, or (put

in terms of the original dimension-full quantities) so long as the relative variance in the

perturbation is less than the relative extra stability of state N:

∆#
pert

∆#

!
E

N
®E

GS

E
GS

. (3.7)

Similar conclusions of native stability to perturbation have been drawn in references (see

Shakhnovich & Gutin, 1991; Bryngelson, 1994; Pande et al. 1995, 1997).

In addition to tolerating moderate perturbations in pressure, temperature, acidity, or

denaturant, proteins are robust to a large variety of sequence mutations, pointing to a new

problem of determining the ensemble of sequences which fold to (or are ‘designable ’ to) a

given structure. This problem, mentioned earlier in the introduction, is known as the inverse

folding problem. Again one of the general principles which has emerged is that symmetric

structures maximize the number of interactions and so may have deeper funnels, allowing for

larger perturbations in sequence before new dissimilar ground-state structures emerge by

Eq. (3.7). Such a result may be incorporated into the correlated landscape framework by allow-

ing a different conformational entropy S (Q) for different structures in Eq. (3.4), as well as

incorporating the structural dependence of local contact densities into the energetic variance.

A consequence of a funneled landscape topography is that the native structure is kinetically

accessible at the temperatures where it is thermodynamically stable. α-Lactalbumin is

functional at about 310 K, which is below its folding temperature of 340 K, and well above

the estimated T
G

of E 240 K for a random sequence of the same amino-acid composition.

Thus for any sequence to have a window in temperature where it is foldable, the sequence

must satisfy the criterion

T
F

T
G

" 1, (3.8)

which again is another way of saying that the energy landscape must be funneled. To see this

note that the T
F

is where the free energies of the unfolded and folded states are equal, and

equate Eq. (2.15) with the native energy E{ E
N

to give :

T
F
¯

rE
N
r

2S
!

E

F

1A1®
2∆#S

!

E#
N

G

H

. (3.9)

Or by rearranging Eq. (2.22), the criterion (3.8) becomes

T
F

T
G

¯
E

N

E
GS

A E

F

E
N

E
GS

G

H

#

®1" 1, (3.10)



132 S. S. Plotkin and J. N. Onuchic

where E
GS

is the ground-state energy of a RHP, as in Eq. (2.19). By inspection

Eq. (3.10) is equivalent to

rE
N
r" rE

GS
r (3.11)

or the landscape is funneled. For a sequence to be thermodynamically stable at biological

temperatures, T
bio

!T
F
, so biological temperatures must fall within the window between T

G

and T
F
, i.e. T

G
!T

bio
!T

F
.

The funneled shape of the landscape biases the average sampling of states so that

transitions to native isomerization angles have higher rates k
N

than those rates k
!
from correct

to incorrect isomerizations (Bryngelson & Wolynes, 1989; Zwanzig et al. 1992). Thus not all

sequences of reconfigurational events are equally probable : there is a drift component in the

conformational diffusion towards the native state.

As in the case of crystallization, the minimally frustrated character of the ground state leads

to a simple first-order folding transition for the system, as opposed to the multi-exponential

relaxation present in RHPs, where many barriers contribute to the relaxation rate. Because

T
F
"T

G
, the thermal entropy in the unfolded and transition state ensembles is large under

folding conditions (T
G

is where the thermal entropy vanishes) ; many states may be potentially

occupied during folding at functional temperatures.

Under these conditions, the entropic force driving escape from low-energy traps is large,

and relaxations are relatively fast compared to the folding time. Then the free energy F(Q),

at similarity Q to any given structure functions as an effective solvent-averaged potential of

mean force, as in transition-state theory in condensed media (Miller, 1974; Pechukas, 1976;

Caldeira & Leggett, 1983; Pollak, 1992). A given protein configurationally diffuses on this

surface, and the probability distribution P(Q, trQ
!
, t

!
) obeys a Fokker–Planck equation, in

principle modified by a Q-dependent, frequency-dependent and temperature-dependent

diffusion coefficient, D(Q, ω, T ).""

The Laplace-transformed Fokker–Planck equation for P(Q, ω)¯,P(Q, t) on the free-

energy potential F(Q, ω, T ) is described further in Part II (see also Bryngelson & Wolynes,

1989). However, some general simplifying principles emerge when overdamped diffusion on

a potential of mean force is applicable : the mean first-passage time depends exponentially on

the barrier height in units of the temperature, and the diffusion coefficient enters only into

the prefactor. The rate for barrier crossing is then (see Kramers, 1940; Miller, 1974; Grote

& Hynes, 1980; Pollak et al. 1990)

k (∆F1, D)¯k
!
(D)e−∆F

1
/T, (3.12)

"" The diffusion is overdamped in that the Reynolds number for residue motions is exceedingly small.

Taking the velocity scale to be about 100 AI }1 ms from the measurements noted above, the length scale

of the moving object to be about the size scale of a helical turn C 5 AI , and the kinematic viscosity ν

of water 10−' m# s−", the Reynolds number R¯VL}ν is E 10−). Put another way, if a residue were

set in motion at the velocity V above, it would come to rest by Stokes’ frictional drag in a distance of

about mV}σπηL. Using the mass of an average residue (m¯ 110 Da), and the dynamic viscosity of

water η¯ 10−$ N}s m−#, this distance is only about a factor of 10−"! of the residue’s own size – a number

which is not particularly meaningful given the finite times between molecular collisions, except to

indicate the reaction is well within the spatial diffusion limit. For fuller accounts of the dynamics of

proteins in the folded state, see Karplus & McCammon (1983), McCammon & Harvey (1987), Smith

(1991), Kitao et al. (1991).
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which under strongly native conditions where the back-reaction may be neglected, controls

the decrease in unfolded protein population. N
u
(t) with time by

N
u
(t)¯N

u
(0)e−k(∆F

1
,D)t. (3.13)

So folding rates may be determined by analyzing the free-energy potential F(Q), for the

system, as well as the friction for diffusion on F(Q). If there is more than one dominant

barrier contributing to the folding rate, the decrease in unfolded population may have a multi-

exponential time-dependence.

The free-energy potential may be decomposed into energetic and entropic terms:

F(Q, T )¯E(Q, T )®TS(Q, T ). (3.14)

When Q is measured relative to the native structure, the energy E(Q) tends to be a

monotonically decreasing function of Q, embodying the funneling mechanism to the native

state in the presence of energetic correlations to the Q¯ 1 structure. The entropy is also in

general a monotonically decreasing function of Q, and measures the decrease in number of

conformational states as more structural constraints are imposed. Any nonlinearity in F(Q)

arises from a mismatch between these two terms. If there were no correlations, or

equivalently if the interactions were so cooperative that all the residues had to be in place in

the native structure to yield the required stabilization energy, the energy profile of Fig. 5a

(solid line) is recovered. Then the folding free-energy barrier is T times the total entropy, and

the mean folding time

τ¯ τ
!
e∆F

1
/T ¯ τ

!
eS! (3.15)

is the Levinthal time once again.

Schematics of the energy, entropy, and free energy as a function of native similarity are

shown in Fig. 5 for the various scenarios discussed previously.

3.1 Physical origin of free-energy barriers

Numerous experimental probes observe a cooperative, two-state-like folding transition at the

folding temperature for many small proteins (Pohl, 1969; Privalov, 1979; Jackson & Fersht,

1991; Horovitz & Fersht, 1992; Huang & Oas, 1995; Lo! pez-Herna!ndez & Serrano, 1996;

Schindler & Schmid, 1996; Burton et al. 1997; Eaton et al. 1997, 1998; Martinez et al. 1998;

Plaxco et al. 1998; Chiti et al. 1999; Fulton et al. 1999). In larger proteins, as well as some

smaller ones, partially native intermediates may tend to accumulate for various reasons

(Creighton, 1974; Baldwin, 1975; Kim & Baldwin, 1990; Matouschek et al. 1990; Radford

et al. 1992; Bai et al. 1995; Deng & Smith, 1998). One way to see why the free-energy profile

of the independent residue model does not produce two-state behavior is to appeal to a

nucleation picture of folding in the capillarity limit. In this scenario, native structure is

formed which is contiguous in space, and the interface thickness l
IF

between the native and

non-native region is much less than the size scale of the protein : l
IF

'LC 20®100 AI . One

can readily see the capillarity picture is at best a good approximation for protein-sized

systems, however it often provides an accurate description of folding barriers (Finkelstein &

Badretdinov, 1997; Wolynes, 1997b; Portman et al. 1998) and also provides a good starting

point for understanding the origin of barriers by treating folding as a nucleation process,

analogous to conventional first-order phase transitions (Gunton et al. 1983).
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In the phenomenological picture of nucleation, the stable bulk phase grows into the

metastable phase in such a way as to minimize the free energy of the intermediate

configurations. So for example in an Ising system where there is an energetic gain for

neighboring spins to be aligned and an equal in magnitude cost for them to be counter-

aligned, the stable phase grows in spherically to maximize the relative number of favorable

to unfavorable interactions. At finite temperature the interface is roughened by entropic

driving forces and has some width (Weeks et al. 1973), but there is still a characteristic critical

nucleus size and barrier height beyond which the growth process is thermodynamically

downhill.

For proteins there is a relative gain to have native parts clustered in space to maximize their

interactions, as well as surface cost because residues have less contacts there. The contact

density is somewhat reduced by the presence of the backbone chain. However there is also

an entropic cost for the polymer halo dressing the native core : the entropy per residue of the

unfolded state is lost for the residues in the native core, plus there is an additional entropy

loss because the remaining polymer chain is not completely free, but rather emerges from and

re-enters into the core in various places (see e.g. Fig. 10, inset). The reduction in entropy of

a free chain by adding these topological constraints is the surface entropy cost of the nucleus.

This results in a convex-down entropy function as a function of the order parameter, e.g.

number of folded residues or number of native contacts, so there is an entropic contribution

to the barrier, because again free-energy barriers arise here from incomplete cancellation of

energy and entropy.

The large mixing entropy in the independent residue model is manifested in the capillarity

approximation by the entropy of nucleus placement. This scales only as ln N and is

comparatively negligible here. The true loss in polymer conformational entropy is not

accounted for in the independent residue model : the non-independence of residues alters the

form of S(Q), and demanding a uniform field results in a higher free energy than the true free

energy, which may be governed by configurations closer to capillarity. Accounting for

polymer entropy losses in the mean-field limit, as well as for an inhomogeneous contact field,

is treated in Part II and the result is also a convex-down entropy function. To illustrate

heuristically how polymer entropy loss is a larger contribution than mixing entropy gain,

consider the conformational loss to form a contact between two residues separated on the

chain by sequence length l. To the first approximation this is the random flight chain

conformational entropy loss : ∆SE $

#
ln (a}l ), where a is a coefficient C/(1) (Shoemaker

et al. 1999; Plotkin & Onuchic, 2000). At Q¯ "

#
the mixing entropy is the largest – there

N residues have N ln 2 mixing entropy. Comparing the entropy terms r(N}2)$
#
ln l r" rN ln 2r

when l$ 2±5. Since this is true for essentially all loops in a protein (even the shortest α-helices

have lE 3–4) the polymer entropy loss is typically greater in magnitude than the

combinatorial entropy gain, and the entropy will tend to decrease as Q increases. Moreover,

the rate of entropy loss tends to be larger in an unconstrained protein, because polymer loops

are allowed to be longer, whereas in a near-native protein, entropy losses are smaller because

contacts are only zipping up remaining non-native polymer. Chain stiffness and excluded

volume further enhance the dominance of polymer entropy loss over mixing entropy.

Another important point is that the binary fluid approximation for the mixing entropy used

in Eq. (2.8) is in fact an over-estimate, since as a result of the connectivity of the backbone

chain not all residues may be independently pinned down in the folded conformation without

pinning other perhaps neighboring residues down as well. This effect is treated further in Part
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II.2. Presently no definitive theory exists capable of distinguishing between the capillarity and

mean-field limits in folding or heteropolymer reconfiguration, but theories accounting for

heterogeneity in folding (Shoemaker et al. 1997, 1999; Portman et al. 1998; Plotkin &

Onuchic, 2000) begin to address this issue.

Collecting the energetic and entropic terms into a bulk free-energy gain coefficient (per

folded residue) f(T ) and a surface free-energy cost per folded residue σ(T ), the free energy

as a function of the number of folded residues N
F
, can be written as

F(N
F
,T )¯F(0,T )®f(T )N

F
σ(T )Nz

F
, (3.16)

where F(0, T ) is the free energy of the unfolded state [F(N )¯E
N

is the free energy of the

folded state]. The scaling exponent z¯ #

$
if there is no roughening of the interface, otherwise

it may be smaller, producing a weaker surface cost.

As the system size NU¢, the bulk free-energy gain f (T
F
)U 0 at the folding temperature,

defined through F(0, T
F
)¯F(N, T

F
) in Eq. (3.16). But for a finite-sized system such as

a protein, there is still a non-negligible surface to volume ratio in the fully folded state at

N
F
¯N, so®f (T

F
) is slightly negative rather than zero, and the T

F
is slightly depressed

from the bulk value. Letting f¢(T )3 (F(N )®F(0, T ))}N, the bulk coefficient is obtained

from Eq. (3.16) :

f (T )¯®f¢(T )
σ(T)

N"−z
. (3.17)

At T
F
, f¢ ¯ 0 and f (T

F
) dies away as σ(T

F
)N−"+z as explained above [the surface tension σ(T )

is intensive]. Roughening, when it occurs, introduces a scaling of the surface tension with

N
F
, given in three dimensions by Villain (1985), Kirkpatrick et al. (1989) and Wolynes

(1997b)

σ
tot

(N
F
, T )¯

σ(T )

N "

'

F

. (3.18)

This reduces the exponent z from #

$
to "

#
, and weakens the surface cost, decreasing the size of

the critical nucleus. Since the surface of the folded protein is not particularly roughened, the

exponent z may begin to approach #

$
again as N

F
UN.

Setting ¥F(N
F
)}¥N

F
¯ 0 gives the critical nucleus size,

N1
F

¯Nn1
F

¯
E

F

zσ

f

G

H

"/("−z)

, (3.19)

where 0% n
F
% 1, and free-energy barrier height :

∆F1 ¯σ(1®z )

E

F

zσ

f

G

H

z/("−z)

¯σ(1®z)n1z

F
Nz. (3.20)

Thus the barrier arises from surface cost, and scales like Nz. In some cases, the folding free-

energy profile may be downhill and barrier-less, corresponding to a vanishing of the surface

tension in the capillarity model.

The barrier is small, and leads to a relatively fast folding rate. For example, taking N¯
100, z¯ "

#
, and σ¯ 1 k

B
T

F
, the barrier at T

F
is located at N1

F
¯ 25 and has a height ∆F1

of 2"
#

k
B
T

F
. The folding rate at T

F
is then given by Eq. (3.12) :

k
F
Ek

!
e−#±

&E 0±1 k
!
. (3.21)
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Fig. 7. Illustration of the nuclei configurations involved in folding and unfolding capillarity. The

folding capillarity approximation is accurate at low degrees of nativeness, while the unfolding capillarity

approximation is accurate at high nativeness. Insisting that folding capillarity holds at high nativeness

results in configurations having anomalously high surface tension. Relaxing this condition at high

nativeness results in configurations corresponding to unfolding capillarity which minimize the free

energy.

A folding rate of 1 ms has a prefactor of (0±1 ms)−" in this model. More cooperative inter-

actions correspond to a larger surface tension σ.

The stability problems of the independent residue model are not present here. Taking the

values used earlier for Barnase, let the stability at 300 K (i.e. below T
F
) be ∆F¯ 20 k

B
T (i.e.

only C 0±2 k
B
T per residue on average). Then letting σF 1 k

B
T and NF 100, the bulk

coefficient f¯ 0±3 k
B
T from Eq. (3.17). The average amount of native structure at this

temperature is then given by

N{
F
¯

!N
!
dN

F
N

F
e−∆F(NF)/kBT

!N
!
dN

F
e−∆F(NF)/kBT

¯
!N
!
dN

F
N

F
e!±

$NF−N
"
#
F

!N
!
dN

F
e!±

$NF−N
"
#
F

E 96, (3.22)

which indicates a well-defined native structure.

Applying the phenomenological nucleation theory to folding is instructive, but may seem

to sweep too many details of the folding mechanism under the rug. Such a description must

also be incomplete : the resulting free-energy profile is asymmetric in shape, but must apply

to both nucleation of the folded state out of the unfolded state and vice versa, however there

are no coefficients that could make the profiles identical. To see this, the unfolding process

may be written as

F(N
F
, T )¯F

F
®f «N(1®n

F
)σ«Nz(1®n

F
)z, (3.23)

with f «¯f¢(T )σ«N−"+z by the same reasoning that led to Eq. (3.17). Equating Eqs.

(3.16) and (3.23) for all n
F
leads directly to the trivial solution σ¯σ«¯ 0 as the only solution,

with a resulting linear free-energy profile. The capillarity theory is good for describing the

folding nucleus when it occurs early (at low nativeness), or the unfolding nucleus when it

occurs late (at high nativeness). The folding capillarity model gives a poor approximation for

the configurations involved in late stage folding events, and vice versa for the unfolding

capillarity theory. This is illustrated in Fig. 7.
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It is worthwhile then to investigate the nature of entropic losses and energetic gains that

occur during folding in more detail. Such a microscopic theory of folding is developed

further in Part II within the framework of the correlated energy landscape.

Numerous experimental studies focus on specific heterogeneities in the folding mechanism.

For example, sequence mutation assays determine which residues are formed or unformed in

the transition state (Fersht et al. 1992). Various experimental probes (Ptitsyn, 1992, 1994; Dael

et al. 1993; Radford & Dobson, 1995; Roder & Colon et al. 1997; Schulman, 1997; Heidary

et al. 2000) along with Go- model simulations (Clementi et al. 2000a, b) can determine which

elements are structured or unstructured in intermediates, and whether these intermediates are

misfolded energetic traps or en-route entropic traps. Folding times have been observed to

correlate with the mean sequence length between residues in contact in a protein’s native

structure (Plaxco et al. 1998), motivating studies of structural and sequence modifications to

examine their effect on folding rate (Ladurner & Fersht, 1997; Viguera & Serrano, 1997).

This provides motivation to develop theories which can provide a general framework to

understand and predict features characteristic of the structural and energetic heterogeneities

which are present in the folding mechanism (see Part II.7).

Protein stability may be strongly affected by some selective mutations, in that some

relatively small local changes in energy may destabilize the native state. A complete

understanding of the relative importance of each residue for stability and folding for a given

protein has not been achieved yet, however, if a residue destabilizes the native state we can

say that the free energy of another ensemble of configurations at Q! 1 becomes the new

minimum. As mentioned above, proteins are only marginally stable at biological temperatures.

The entropic bias of the unfolded state competes against the stability of the native structure.

Typical stabilities for single domain proteins of sizes approximately 50–100 residues are about

10 k
B
T at 300 K. Mutating some amino acids from their wild-type identities may frustrate the

native state by disrupting packing, disallowing hydrogen bonds normally present, or perhaps

exposing non-polar surface. One can see that if a mutation effects say the neighboring C 5–10

residues by about (0±5–1) k
B
T, while simultaneously stabilizing C 0–5 non-native interactions

by (0±5–1) k
B
T, the resulting free energy shift of C 10 k

B
T can make an ensemble with Q! 1

the new free-energy minimum at 300 K, destabilizing the native structure. It is important to

note that the more cooperative the stabilizing interactions are, the more a single mutation

affects stability. If the misfolded state is the new energetic minimum, it is nearly impossible

to achieve any native yield. If the misfolded state is an entropic minimum, lowering the

temperature to attempt to re-obtain the native structure may still not be possible since at the

low temperatures required to reduce the unfolded entropic stability, the interactions driving

folding will have weakened due to their temperature dependence and so no longer favor the

native state as strongly.

Residues which contribute largely to stability are likely to be more strongly involved than

average in the transition state on energetic grounds. A larger contribution to stability may

also lead to an enhanced conservation of their sequence identity or residue type (polar,

hydrophobic, charged, etc.) (Overington et al. 1992; Shakhnovich et al. 1996; Michnick &

Shakhnovich, 1998; Me! lin et al. 1999; Mirny & Shakhnovich, 1999; Zou & Saven, 2000),

since mutations of these residues would more strongly destabilize the native structure. Of

course there are functional reasons for residues to be conserved as well, which may provide

even stronger sequence inflexibility among structural homologs (Garcia et al. 2000; Plaxco

et al. 2000a).
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While the minimal frustration principle solves Levinthal’s paradox, it raises a new

question: how could a search through the vast space of possible sequences for the subset of

foldable sequences ever be accomplished on an evolutionary timescale (Lau & Dill, 1990;

Wolynes, 1994)?"# In contrast to the Levinthal search problem for the ground state in random

sequences, the best folding sequence (fastest, most stable, or even most functional) need not

be found. Although there is evidence that the sequence landscape is rugged (Govindarajan

& Goldstein, 1997a, b; Bornberg-Bauer & Chan, 1999; Tianna et al. 2000), in that regions

of random heteropolymer sequences may largely surround regions of minimally frustrated

sequences and there is no extended neutral network as in the case of RNA sequence

landscapes (Schuster et al. 1994; Schuster, 1997), a local minimum solution is sufficient to

solve the sequence search problem: annealing a Hamiltonian to a local minimum on a rugged

fitness landscape is an NP easy problem (Onuchic et al. 1997), and so can occur on geological

timescales. Biological protein sequences have not come to equilibrium and found their global

fitness minimum (and will probably never come to equilibrium due to the dynamic

environment between species), in that many sequences may be found which fold faster, are

more stable, or are more optimized functionally than wild-type sequences (Hecht et al. 1985;

Kim et al. 1998). Functionally active proteins need not find their global fitness minimum to

satisfy the requirements of stability, function, and sufficiently rapid folding. Issues of protein

design have received much attention in the literature, and are treated in detail elsewhere (see

e.g. Lau & Dill, 1990; Shakhnovich & Gutin, 1990; Goldstein et al. 1992; LaBean &

Kauffman, 1993; Davidson & Sauer, 1994; Shakhnovich, 1994; Pande et al. 1994b; Desjarlais

& Handel, 1995; Li et al. 1996; Wolynes, 1996; Deutsch & Kurosky, 1996; Cordes et al. 1996;

Dahiyat & Mayo, 1996; Morrissey & Shakhnovich, 1996; Saven & Wolynes, 1997; Nelson

et al. 1997; Nelson & Onuchic, 1998; Iba et al. 1998; Vendruscolo et al. 1999; Bornberg-Bauer

& Chan, 1999; Me! lin et al. 1999; Tianna et al. 2000; Zou & Saven, 2000; Buchler &

Goldstein, 2000; Tokita et al. 2000).

4. Generic mechanisms in folding

A funneled folding mechanism is a well-defined physical solution to the Levinthal problem,

however other mechanisms may operate in conjunction with funneling to affect and possibly

accelerate the folding rate, as alluded to above. In condensation or crystal nucleation, the bias

towards the low-energy, low-entropy state is local and non-specific. In protein folding,

funneling induces a bias towards the low-energy, low-entropy native state which is non-local

as well as local, and specific to the native structure. It is worthwhile giving some examples

of generic ordering processes which may operate in parallel with funneling, and which can

dramatically reduce the number of degrees of freedom in the system. These transitions may

also add new timescales to the folding problem, which are separately observable when they

are shorter than the folding timescale (Ballew et al. 1996; Kuwajima et al. 1996; Hamada

et al. 1996; Eaton et al. 1998; Munoz et al. 1998; Houry et al. 1998; Metzler et al. 1998; Baldwin

"# There are about C 20"!!E 10"$! possible sequences for a protein of length 100. Thus only an

extremely small fraction of sequence space has ever been sampled, e.g. the number of protons in the

universe (upper bound to the number) times the age of the universe in seconds (approximately upper

bound to the sampling time) is still only 10)!¬10"(¯ 10*( or 10−$$ of the full sequence space.
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& Rose, 1999; Hummer et al. 2000, 2001; Sagnella et al. 2000; Ferna!ndez et al. 2000; Yao

et al. 2001; Kuwata et al. 2001).

4.1 Collapse, generic and specific

Generic collapse due to net hydrophobicity in the protein increases the packing density, and

results in an extensive amount of entropy reduction. Nucleation of this state from the coil is

analogous to condensation from the gas phase, although the barriers for each process may be

quite different (Lifshitz et al. 1978). A polymer chain having ν orientations per chain link and

packing density η (0! η! 1) has conformational entropy (Flory, 1949, 1953; Sanchez, 1979;

Bryngelson & Wolynes, 1990)

S(η)EN

A

B

ln
ν

e
®

E

F

1®η

η

G

H

ln(1®η)

C

D

, (4.1)

which is a monotonically decreasing function of the packing density η. When η¯ 0, S(0)¯
N ln ν, and when η¯ 1, S(1)¯N ln (ν}e). In going from ηE 0 to ηE 1, the polymer loses

about Nk
B

of entropy, and the Levinthal time is decreased by a factor of about e−N. Collapse

will occur at a temperature T
c
of roughly zε-}k

B
, where ε- is the average free energetic gain

per residue–residue (hydrophobichydrogen bond) interaction, and z is the average number

of interactions per residue. This state, with a conformationally fluid backbone and

reminiscent of a polymer below its θ-point, is thought to represent the disordered parts of

the protein in the equilibrium molten globule phase (Griko et al. 1988; Ptitsyn, 1995; Onuchic

et al. 1995; Duan & Kollman, 1998) ; many observations of molten globule intermediates may

be simply generically collapsed states with minimal tertiary order (Onuchic, 1997).

On the other hand, algorithms which apply the constraints measured from the NMR

spectra to every member of the ensemble of the intermediate infer in effect an averaged

structure, which often reproduces the native structure. Any general bias towards a specific

structure will give this result, even if the ensemble consists of numerous, partially structured

configurations which are native-like in varied spatial regions (Onuchic, 1997). This indicates

that funneling mechanisms may be in effect early in the folding process, in that signals biasing

native structure are felt in the unfolded ensemble (Onuchic et al. 1995) ; if the folding

mechanism were exclusively non-specific at this stage, no partial native structure would be

observed.

Observations of non-native contacts in some of these intermediates support the notion that

the tertiary structure of the intermediate is not well-defined (Hamada et al. 1996; Kuwajima

et al. 1996; Balbach et al. 1997; Forge et al. 2000; Ferna!ndez et al. 2000). It will be interesting

to determine whether such misfolded intermediates, as occur in β-lactalbumin, are high

entropy traps with fluctuating non-native structure, or low entropy traps, with relatively fixed

non-native structure. A funneled folding mechanism would tend to give rise to higher

entropy traps, unless barriers were large.

4.2 Helix formation

Another mechanism of generic entropy reduction is the formation of transient helical

structure in the unfolded state. Various studies have observed secondary structure in the

unfolded state (Miranker et al. 1991; Radford et al. 1992; Flanagan et al. 1993; Lin et al. 1994;
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Gladwin & Evans, 1996; Hamada et al. 1996; Kuwajima et al. 1996; Balbach et al. 1997;

Schulman et al. 1997; Luisi et al. 1999; Ferna!ndez et al. 2000; Forge et al. 2000). Whether the

helicity is native or non-native, it is likely to be flickering, transient structure in the high

entropy unfolded state, rather than fixed and rigid. In any event partial secondary structure

formation in a protein reduces the conformational entropy by renormalizing the statistical

segments on the backbone chain undergoing configurational diffusion, effectively reducing

their number (Luthey-Schulten et al. 1995; Onuchic et al. 1995; Saven & Wolynes, 1996). The

chain entropy has a roughly linear dependence on the fraction of chain involved in helices f
H

(Onuchic et al. 1995), so that one can consider a partially helical chain to have effective length

of approximately N(1®f
H
) :

S
tot

¯N
eff

s
!
EN(1®f

H
)s
!
. (4.2)

Transient helix formation will occur generically when the temperature for the helix-coil

transition (T
H-C

) is comparable or greater than the T
F

for the system under study. It is in

principle also possible to have transient initiation of β-sheet structure in the form of short,

flickering zippers. Estimates for the amount of helical secondary structure in the unfolded

state are about f
H

E "

#
(Onuchic et al. 1995), reducing the entropy by about Ns

!
}2CNk

B
}2,

and the Levinthal time by a factor of about e−N/# or about e−&! for a 100-residue protein,

perhaps more for flexible chains. Since the energy scales involved in the helix-coil transition

and folding are not widely different T
H-C

CT
F
, both mechanisms may occur concurrently.

This is in contrast to the role of secondary versus tertiary formation in RNA folding, where

the transition involving secondary structure is driven by hydrogen pair bonding interactions

each of order 10 k
B
T and occurs first, removing a large amount of conformational entropy

(Sankoff et al. 1978; Gesteland & Atkins, 1993).

Removing the extra degrees of freedom of the full energy function renormalizes the energy

and entropy scales on the energy landscape. Universal features surviving this rescaling of

thermodynamic parameters are reminiscent of the well-known law of corresponding states in

conventional phase transitions (Goldenfeld, 1992), e.g. although the energy and entropy

scales may be very different for the boiling of say water and xenon, after rescaling the

temperature and density by their critical values, the phase diagram relevant to boiling (the

equilibrium regions and coexistence curve) can be superimposed. In the context of the helix-

coil transition for a (finite-sized) protein, the corresponding renormalization is thought to

make a system of length NE 50–100 amino acids amenable to analysis by simulating coarse-

grained models of about half the length, with N
eff

E 25–50 (Onuchic et al. 1995).

Caution and some empirical knowledge must be used in generalizing the law of

corresponding states to properties beyond the equilibrium phase diagram. For example it is

well known that the heat capacity peaks of model proteins are all significantly broader than

those of laboratory proteins, which could directly follow from an under-representation of the

amount of entropy in the system.

The law of corresponding states applies to the structure of the phase diagram rather than

the kinetics of the transition. Just as water and xenon have different nucleation barriers to boil

or condense, so also do simulations and real proteins have different absolute folding barriers.

However, folding simulations of minimalist models to a given native structure have been

shown to capture the general trends in folding mechanism for a variety of proteins (Ueda

et al. 1975; Levitt & Warshel, 1975; Leopold et al. 1992; Fiebig & Dill, 1993; Socci & Onuchic,

1994; Chan & Dill, 1994; Abkevich et al. 1994; SN ali et al. 1994; Pande et al. 1994b; Onuchic
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et al. 1995; Shakhnovich et al. 1996; Socci et al. 1996; Shoemaker et al. 1997, 1999; Lazaridis

& Karplus, 1997; Nymeyer et al. 1998; Shea et al. 1998, 1999; Klimov & Thirumalai, 1998a, b;

Du et al. 1999; Galzitskaya & Finkelstein, 1999; Alm & Baker, 1999; Munoz & Eaton,

1999; Nymeyer et al. 2000; Clementi et al. 2000a, b), so, for example a full atomistic

description may not be necessary to locate preferred nucleation sites, or determine whether

folding is two-state or proceeds through intermediates. This is a kind of extension of

corresponding states : the characterizable influence of native structure on folding mechanism

for real-proteins, as well a wide class of coarse-grained to highly resolved simulation models.

An extension of the law of corresponding states to folding thermodynamics may be applied

by modeling proteins having a similar surface to volume ratio as real proteins, since a

dominant force stabilizing the native structure is the burial of hydrophobic surface area. This

approach has typically been carried out by simulating coarse-grained models containing

hydrophobic and hydrophilic monomers in reduced dimension (Dill et al. 1995), where the

enumeration of conformational states is less computationally demanding. Caution must be

taken however in generalizing the analysis of the 2D lattice models to the kinetics of real 3D

proteins.

4.3 Nematic ordering

Helices present in an unfolded protein tend to align generically, similar to nematic or

cholesteric liquid crystal order (Onsager, 1949; Flory, 1956; de Gennes, 1975; de Gennes &

Pincus, 1977). This assists folding since most helices in the folded state tend to be aligned.

Aligned helices gain steric entropy relative to non-aligned helices, in that their excluded

volume is reduced: the excluded volume of two randomly oriented helices of long axis L and

diameter D (D(L) roughly has the shape of a parallelepiped of volume CL#D, while

aligned helices have the excluded volume of a cylinder of volume CLD#. Since the ratio of

excluded volumes D}L( 1, a reasonable first approximation is to modify Eq. (4.1) so that

aligned helical residues suffer essentially no steric entropy loss upon collapse of the polymer

to density η (Luthey-Schulten et al. 1995; Saven & Wolynes, 1996). Then the total number

of residues N is reduced by the number of aligned helical residues f
LC

N
H
, where f

LC
is an

order parameter measuring liquid crystal ordering [ f
LC

¯ 0(1) in the isotropic (nematic)

state]. The steric entropy loss ∆S
steric

¯S(η)®S(η¯ 0) becomes

∆S
steric

¯®[N®f
LC

N
H
]

A

B

E

F

1®η

η

G

H

ln(1®η)1

C

D

. (4.3)

Aligned helices also lose orientational entropy ∆S
rot

, of an amount about the log of the

rotational partition function"$

∆S
rot

E®k
B

ln

E

F

2k
B
T

q#}I

G

H

E®(9®11)k
B

(4.4)

per helix aligned with a given one, so the total rotational entropy loss is

(N
helices

®1)∆S
rot

. (4.5)

"$ As in poly-atomic gases, the moments of inertia I of even the smallest helices are sufficiently large

that the energy level spectrum is approximately continuous : q#}IC (10−%®10−&)k
B
T

room
(helix lengths

of C 5–10 AI and masses C 300–1000 Da were used for this estimate).
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A somewhat smaller value of the rotational partition function was used in Luthey-Schulten

et al. (1995) and Saven & Wolynes (1996), of approximately "

%
of the entropy loss in Eq. (4.4)."%

The total entropy S
!
∆S

steric
(N

helices
®1)∆S

rot
results in the isotropic distribution having

higher entropy than the aligned. However, by Eqs. (4.3) and (4.5) an aligned helix ( f
LC

¯
1) may grow while reducing the steric entropy loss, and without suffering any more

orientational entropy loss, since for aligned helices steric terms do not contribute and the

rotational entropy loss has already been paid for. Moreover, as an aligned helix grows it gains

an extra energy in hydrogen bonds proportional to its length. Thus there is a first-order

transition where as the temperature is lowered, the order parameter f
LC

jumps from 0 to 1,

and concurrently there is a rapid growth of helices coupled to the nematic transition. There

is a discontinuity in the entropy corresponding to the latent heat of the transition of about

(15–20)k
B

for a system of size NE 100, so the Levinthal time is further reduced by a factor

of about eN/& or about e−#! for a 100-residue helical protein. The analogous generic transition

relevant to the stacking of β-sheets tends to be present only in aggregates, and so is not

particularly as important (but may be important in studying misfolding), at least for smaller

proteins.

4.4 Microphase separation

The protein sequence is composed of both hydrophilic and hydrophobic amino acids, which

phase separate in water, analogous to micellar formation (Tanford, 1980). This process is not

independent of folding – in smaller proteins it may remove enough entropy to leave only a

small ensemble of nearly native states. In larger proteins, the inside and outside behave as

polymer melts with constraints on the interface, and there is a significant amount of entropy

left. Here we outline the basic physics behind the transition in the context of proteins. We

take a heuristic approach, following an analysis similar to Dill’s (Alonso et al. 1991; Dill &

Stigter, 1995). A more thorough analyses of the transition can be found in these references,

and in the literature (see e.g. Leibler, 1980; Leibler et al. 1983; Fredrickson et al. 1992; Sfatos

et al. 1993, 1994, 1995; Garel et al. 1994). The simplest global order parameter to characterize

micro-phase separation within a single protein is

σ¯
Nin

H
®Nout

H

N
H

¯
Nout

P
®Nin

P

N
P

, (4.6)

where N
H

and N
P

are the numbers of hydrophobic (H) and hydrophilic (P) residues

respectively (N
H
N

P
¯N ), Nin

H
and Nout

H
are the numbers of hydrophobic buried and

exposed residues (likewise for Nin

P
and Nout

P
), and for simplicity we have let N

H
¯N

P
, so Nin

H

¯Nout

P
."& The order parameter can have values ®1%σ% 1; σ¯ 0 is the uniform state,

around which we will obtain a free energy expansion. Microphase separation is driven by free

energy gains to bury Hs and expose Ps, and is opposed by the loss in entropy to separate the

"% The estimates in Luthey-Schulten et al. (1995) and Saven & Wolynes (1996) should be reasonably

accurate quantitatively, because (1) real helices need not lose all their rotational phase space upon

alignment, and (2) the entropy reduction actually applies to one less than the total number of helices,

since there is still an arbitrary direction for alignment. Because there are only E 3–4 helices in the

models this factor also significantly reduces the entropy loss.
"& This is a fairly good approximation in that the ratio of H to P residues is nearly independent of

protein size. The fraction of non-polar, non-charged amino acids in typical proteins remains constant

at about N
H
}NE 2}3 for proteins with chain lengths between N¯ 50 and N¯ 400.
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system into two un-mixed states. For a polymer system there is also an ‘elastic entropy’ loss

coupled to the phase separation that opposes the transition. The mixing entropy reduction

∆S
mix

(σ) for either the Hs or Ps is

∆S
mix

(σ)¯ ln

E

F

N
H

Nin

H

G

H

®N ln 2

¯®N

E

F

1σ

2
ln(1σ)

1®σ

2
ln(1®σ)

G

H

.

5

6
7

8

(4.7)

Note the mixing entropy is an even function of the order parameter : ∆S
mix

(®σ)¯∆S
mix

(σ).

This must be true also for the elastic entropy term as well, and a Landau expansion must

contain only even powers of σ. We approximate the elastic entropy loss to lowest order, as

a harmonic spring:

∆S
P
(σ)ENbσ#. (4.8)

This approximation is very crude since in the phase-separated state σE 1 and thus is not

small. In our approximation then ∆S
P
(1)¯Nb is the polymer entropy loss upon full phase

separation, which we estimate below.

The solvent-averaged potential U(σ) driving the transition depends specifically on burying

Hs and exposing Ps, and so is an odd function of σ. Using U(σ)¯®U(®σ) and expanding

around σ¯ 0 gives, to third order :

U(σ)E®N(hσεσ$) (4.9)

with h" 0 and ε" 0. Here h is a one-body energy term, and would play the role of an external

field in the analogous mean field Ising spin model. A two-body potential could be

accommodated by a term C sign (σ) σ#, but is not necessary for the derivation. The term

£σ$ is a three-body term which imparts cooperativity in the model. Higher order terms may

be considered straightforwardly.

We estimate the parameter b in Eq. (4.8) from polymer physics as follows. As shown in

the inset of Fig. 8, if there are N
i
interfaces between runs of H and P residues (N

i
¯ 12 in

the figure), the polymer entropy loss (neglecting end effects) is the log of the probability for

a chain segment of sequence length l
i
to propagate from one place on the interface surface

to any other place on the surface without crossing it first, summed over the number of

interfaces :

∆S
P
(1)¯NbE 3

Ni

i=#

ln,dr
i
G

li

(r
i
rr

i−"
). (4.10)

A quick inspection of PDB protein sequences reveals that for N# 200 the number of

interfaces N
i
FN}2,"' so the average sequence length lb is only F 2. We approximate each

l
i
by its average l. F 2, thus runs of Hs and Ps are fairly short. Further approximating the

integral by its largest value, i.e. where the chain returns to the origin, we obtain"(

NbEN
i
ln G

l
. (0r0)

or

bE "

#
ln

E

F

3

2πlb

G

H

$

# E $

%
ln

3

4π
. (4.11)
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(b)(a)

Fig. 8. Free-energy profiles versus microphase separation order parameter σ, from Eq. (4.12). (a) ‘Zero

field’ case : the one body term in the potential is set to 0. The critical temperature T
C
E 0±6ε. Then the

free-energy minima are at σ¯ 0 above T
C
and σ¯ 1 below T

C
. The barrier is several k

B
T

C
at the critical

temperature. (Inset) Schematic of a microphase separated polymer. Hydrophobic residues (solid

polymer) are buried, hydrophilic (dashed) exposed. The residues between hydrophobic and hydrophilic

trains, denoted by black circles in the figure, are free to wander on the interface. (b) In the presence of

a one-body term, the free-energy minima are shifted – particularly the mixed state is no longer at

σ¯ 0. This is analogous to a ferromagnet in a weak field. The presence of a one-body term which

favors partial separation raises the critical temperature (here for h¯ ε}2, T
C
E 0±86ε), and reduces the

barrier height – the barrier for h¯ ε}2 is only about 1}7 of the h¯ 0 case, i.e. just a couple k
B
T

C
.

The free-energy Fµφ(σ), from Eqs. (4.7), (4.8) and (4.9) is

Fµφ (σ)

N
¯®hσ®εσ$Tbσ#

T

2
[(1σ) ln(1σ)(1®σ) ln(1®σ)] (4.12)

and is shown in Fig. 8. The equilibrium values of the order parameter are obtained by

minimizing F(σ) with respect to σ :

σ¯ tanh

E

F

h3εσ#

T
2bσ

G

H

. (4.13)

The transition is first order, with a barrier height at the critical temperature of about a few

k
B
T

C
.

From Eq. (4.12), the entropy loss upon microphase separation is

∆Sµφ ¯Sµφ(σ¯ 1)® Sµφ(σ¯ 0)¯®N(bln2)k
B
, (4.14)

or about 1±7 Nk
B
.

As mentioned above, microphase separation is not decoupled from folding. In fact, folding

of 2-letter code models with the appropriate energy function may be thought of as microphase

separation, with the pattern of H and P residues along the sequence specifying the ground

state structure (Fiebig & Dill, 1993; Sfatos et al. 1993; Camacho & Thirumalai, 1993; Pande

et al. 1994a). Local concentrations of non-polar residues along the sequence have been

"' This justifies a posteriori the assumption in Eq. (4.8) that the elastic entropy loss scales extensively.

For larger ranges of protein sizes up to about N¯ 500, the number of interfaces begins to scale more

strongly with the surface area of the protein CN#

$.
"( This entropy is calculated for the whole system N

H
N

P
; technically we may wish to divide by

two here since we are just dealing with the separation of a single phase, H or P.
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suggested to be nucleation sites for folding (Matheson & Scheraga, 1978). On the other hand,

it is also known that it is difficult to generate a funnel topography with only a 2-letter code

energy function (Honeycutt & Thirumalai, 1992; Wolynes, 1997a ; Nymeyer et al. 1998,

2000). This difficulty is partially reflected in real amino-acid sequences, even though a 2-letter

amino-acid code may have more complexity than a 2-letter computational model because of

solvent and many-body effects. The Sauer group has found sequences composed of one non-

polar and two polar amino acids which cooperatively fold to helical structures (Davidson et

al. 1995), however the Baker group did not find a sequence using a 3-letter amino-acid

alphabet that was capable of folding to the src SH3 domain native structure, but needed at

least a 5-letter code (Riddle et al. 1997). Because of the numerous low-energy states on a 2-

letter code landscape, the temperatures required to give the actual ground state a

thermodynamic weight or occupation probability comparable to 1 are sufficiently low, so that

either (1) the solvent-averaged energy functions would change upon cooling and no longer

stabilize the native state, or (2) even if the energy functions did not change, folding would

be exceedingly slow. Moreover, the ground states for 2-letter codes are often degenerate – the

probability a ground state in a random copolymer is k-fold degenerate decays slowly as Ck−l

(Gutin & Shakhnovich, 1993). Microphase separation, particularly with a term penalizing

exposed hydrophobic residues as in Eq. (4.12), reduces this degeneracy. For short chains of

a given stiffness it may remove the degeneracy completely as mentioned above. Hecht and

colleagues have found cooperatively folding sequences to an α-helical structure based on a

binary patterning of polar and non-polar residues, but of various residue identities (Hecht et

al. 1985). However this does not preclude the possibility of folding true two-amino-acid letter

sequences to an α-helical structure. More letters may be needed for β-structures to remove

degeneracies corresponding to sliding motions between strands, and removing these

degeneracies in an energy function is one of the main difficulties in β-protein structure

prediction. A true two-amino-acid code sequence capable of folding and function has yet to

be observed but may exist most likely for an α-helical structure. The landscape for this 2-

letter-code sequence will likely be atypically rugged.

The upshot of the above discussions is that phase transition mechanisms which are generic,

insofar as they are independent of energetic bias to a specific structure, can reduce the entropy

sufficiently that the remaining phase space may be randomly searched on timescales much less

than the Levinthal time [Eq. (2.3)]. The glassy search time among the low-energy states after

all the above generic phase transitions have occurred in a hypothetical protein is

τ
gen

C τ
!
exp (Ns

!
®∆S

collapse
®∆S

helix
®∆S

liq-xtal
®∆Sµφ)

C (10−"# s) exp N

E

F

s
!

2
®3

G

H

C 1 year.

5

6
7

8

(4.15)

While the numbers here are clearly approximate, the conclusion remains that generic

mechanisms have clearly reduced the search problem. Specificity of course will act in

conjunction with generic mechanisms in real proteins, and it may in fact be difficult to

separate the two mechanisms in practice.

5. Signatures of a funneled energy landscape

On a funneled energy landscape, one structure has distinctly lower energy than all other

dissimilar structures, as in Eq. (3.11). Several consequences of this have been discussed

already, we will elaborate on a few more here.
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Fig. 9. Log density of states in the REM. The slope of the curve at the Q¯ 0 ground-state energy (E
GS

)

gives the reciprocal of the glass temperature (T
G
) in the model. For designed sequences there is a

minimally frustrated native state (E
N
) with considerably lower energy ∆ than the putative ground state

of a RHP having the same composition. This state will be in thermodynamic equilibrium with the same

Boltzmann weight as a manifold of unfolded states with higher average energy (E
D
) at a temperature

(T
F
) above the REM glass temperature (T

G
). (Figure adapted from Shakhnovich & Gutin, 1993.)

First, the low energy of the native structure means that it is occupied with equal weight

as a collection consisting of an exponential number (C eαN) of higher energy dissimilar states

at a temperature T
F
above the temperature where the system loses its configurational entropy

(see Fig. 9). The partition function of partially native structures contains the sum over states

at a given partial degree of nativeness, which we can take to be the fraction of native

interactions Q (0%Q% 1). Each state has a native core with energy E
C

and a non-native

decoration dressing the core with energy E
NN

. The partition function then becomes :

Z(Q, T )¯ 3
states at Q

e−(EC+ENN)/T. (5.1)

The native core has essentially no configurational entropy, while the non-native dressing

has substantial entropy (see e.g. inset of Fig. 10). Again since T
F

is above T
G

by the

evolutionary shaping of the landscape, the entropy at T
F

is large, and the entropy at Q is

reduced mainly by the parts of the protein pinned down by native interactions, rather than

by deep, non-native traps. As a consequence of the large entropy, the non-native part of the

protein occupies energies in the continuous part of the spectrum of its density of states, n(E).

Then the free-energy of the non-native part of the protein is independent of the specific

sequence, and only depends upon gross overall features of the interactions such as their mean

and variance (Derrida, 1981; Gross & Me! zard, 1984). Again this is because many states are

sampled at the typical energies of the non-native dressing, so relative fluctuations in the

number of states with energy E for different sequences from the average density of states (for

the ‘average ’ sequence) n- (E), die away as the system size increases :

o©(n(E)®na (E))#ª
na (E)

E
1

ona (E)
. (5.2)

Since n- (E) scales exponentially in system size, fluctuations sequence to sequence may be

neglected, and the density of states for the non-native dressing is to very good approximation

the sequence-averaged density of states : n(E)E n- (E). The free energy of the native core

depends intrinsically on the specific sequence.
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Fig. 10. Free energy versus fraction of native contacts Q, obtained from off-lattice simulations using a

uniform Go- potential to the native structure of CheY (data from Clementi et al. 2000b). Fluctuations

in the free-energy profile here arise from the effects of native topology on the entropy and energy at

partial degrees of nativeness. (Inset) Schematic illustration of partially native configurations consisting

of native cores and the surrounding polymer halo. The core may be globular or ramified.

For near native structures with QE 1, the halo dressing the core is small, and so has

relatively few states. In this regime it is possible that sequence-dependent (non-self-

averaging) effects will be important. This may be particularly true for conformational motions

related to the function of the protein.

Generally however the partition function for the non-native dressing, which is the Laplace-

transformed density of states")

Z{ (T )¯&
¢

−¢

dE na (E)e−E/T (5.3)

is independent of the specific sequence and only depends on the gross features of the sequence

composition. It is then referred to as the sequence-annealed partition function.

To illustrate, let the non-native interactions be distributed with width b and mean c, and

let there be M total native interactions in the native structure. Then, using the central limit

theorem for the distribution of energies, the density of states for the polymer surrounding a

given native core is a Gaussian:

na (E)E eSC

1

o2π∆#

e−(E−E
G
)
#
/#

∆#, (5.4)

") Here the integration may be taken from ®¢ to ¢ even though the system is finite, because those

energies in the tails of the bound spectrum do not contribute significantly to the partition function at

temperatures where folding occurs.
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where S
C

is the configurational entropy of the non-native polymer dressing the native core,

E{ ¯M(1®Q)c, and ∆#¯M(1®Q)b#. We are neglecting for now the coupling of folding, or

Q, with density, which we reserve for Part II.5. Then from Eq. (5.1) the annealed partition

function for the core,

Z{
C
(Q, T )¯ e−EC/T&

¢

−¢

dEna (E)e−E/T

¯ e−EC/T+SC exp

E

F

∆#

2T#

®
E{

T

G

H

,

5

6
7

8

(5.5)

only depends on the energy and entropy associated with the particular core, and the mean and

variance of the sequence composition. The total partition function at Q is the sum of Eq. (5.5)

over cores :

Z{ (Q, T )¯ 3
cores

Z{
C
(Q, T )F exp

E

F

∆#

2T#

®
E{

T

G

H

3
cores

e−FC/T. (5.6)

Now let us rewrite the core energy as E
C
¯QMcE!

C
, where c is again the average energy

of a contact (native or non-native) and E!
C

is now the extra energetic stability gained by the

native core ; at Q all native cores are taken to have MQ contacts. The free-energy F(Q, T )

is then given by ®T ln ZG (Q, T ) :

F(Q, T )

M
¯ c®

b#

2T
(1®Q)®

T

M
ln 3

cores

e−E!

C/T+SC (5.7)

which is the potential of mean force that the system reconfigures and folds upon.

Equation (5.7) is the resulting free-energy of a funneled landscape. Note there is no

assumption that the number of distinct folding routes or cores is large, only that the non-

native part of the protein may be treated as annealed (over sequences). The specific energetics

and entropics of partially native structures enters into the free-energy profile. For example,

Fig. 10 shows the free-energy profile near the transition temperature for an off-lattice Cα

model folding to the native structure of CheY (Clementi et al. 2000b), with parameters c¯
b¯ 0 and E!

C
¯MQε- for all cores (a uniform Go- model to the native structure of CheY).

Fluctuations in the free-energy profile then result from largely from entropic preferences for

certain cores over others during folding, and the fluctuations in entropy as more native

constraints are added.

The residual free-energy barrier arises from the incomplete cancellation of entropy by

energy as Q increases from 0 to 1. Since in general the non-native contribution to the free-

energy is a linear function of Q, the barrier governing the folding rate, which must arise from

nonlinearity in Q, is determined by properties of the energies and entropies of partially native

structures, which are in turn determined by the native topology and distribution of native

stability throughout the protein. Thus minimal frustration and the corresponding funneled

landscape has as a consequence the intrinsic connection between native structural and

energetic properties and the folding barrier. Recently several observations (Plaxco et al. 1998)

and proposed models (Munoz & Eaton, 1999; Alm & Baker, 1999; Riddle et al. 1999;

Clementi et al. 2000a, b; Kim et al. 2000; Plotkin & Onuchic, 2000) indicate this important

connection. The dramatic dependence of folding times on properties of the native structure
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such as contact order (Plaxco et al. 1998, 2000b) illustrates the importance of backbone

topology in determining the folding free-energy profile. This justifies to some extent the

modeling of folding through coarse-grained polymer chain models.

The probability a particular native core is sampled at Q is

p
C
¯

e−FC/T

e−F(Q, T)/T
, (5.8)

which depends on the core’s energetic stability and the entropy dressing the core.

The probability a particular native contact is occupied is related to how much the free-

energy changes when that contact’s energy ε
i
is changed. From Eq. (5.7),

UF
Uε

i

¯
3
cores

E

F

UE
C

Uε
i

G

H

e−FC/T

3
cores

e−FC/T
. (5.9)

Because the energy of a core is the sum of its native contact energies, E
C
¯3

j`core
ε
j
, then

it is true that

UE
C

Uε
i

¯
1

2
3

4

1 if contact i is made in the core

0 otherwise

3 δ(i, core).

(5.10)

Thus the change in free energy with respect to the energy of contact i is the thermally

averaged probability that contact i is made,

UF
Uε

i

¯©δ(i, core)ª3Q
i

(5.11)

or equivalently the fraction of proteins in a macroscopic sample at Q which contain

contact i.

The set ²Q
i
(Q)´ for all Q defines the thermodynamic folding mechanism, and is

straightforwardly determined in principle from the free-energy function, Eq. (5.7). The

folding mechanism is then a function of the energies and entropies of partially native

structures, which are fully determined by the native topology and distribution of native

stability throughout the folded protein. So minimal frustration and the corresponding

funneled landscape predicts that the folding mechanism is most strongly determined by these

native topological and energetic properties.

For landscapes not well-funneled, i.e. where (E
N

– E
GS

)}E
GS

' 1, the annealed approxi-

mation for the non-native polymer dressing the cores is poor : the density of states is in the

low-energy discrete part of the spectrum, and escape from individual traps determined by the

specific sequence are important for determining diffusion and folding rates. In this case,

the temperature is not large compared to the non-native variance, and there is little

entropy left for the non-native polymer dressing the native cores. The total entropy summed

over cores of the partially native protein is small, and consists mostly of the entropy of

placement of native cores.

From Eq. (5.5), the free energy for a particular core on a funneled landscape is

F{
C
(Q, T )¯®T ln Z{

C
(Q, T )¯E{ E

C
®TS

C
®

∆#

2T
. (5.12)
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So the condition for the annealed approximation to be valid is then that the entropy of the

non-native dressing be greater than zero:

S{
C
(Q, T )¯®

UF{
C

UT
¯S

C
®

∆#

2T#

" 0 (5.13)

or

T"T
G
(Q)¯

∆(Q)

o2S
C
(Q)

, (5.14)

for at least one of the possible folding cores. The Q dependence of the non-native variance

and polymer dressing entropy have been noted in Eq. (5.14).

If a particular core has no entropy (SG
C
(Q, T )E 0) but others do, the other cores will

dominate the folding mechanism since they are much more likely to be occupied by Eq. (5.8).

However if the entropy for the typical folding core SG
core

(Q,T ) is not " 0, then many

microscopic barriers control the rate. These are integrated over in obtaining F(Q), so the

order parameter Q, specifying structural similarity to the native state is then not a good

reaction coordinate for folding, in that folding rates have little or nothing to do with the free-

energy barriers that appear in F(Q).

But generally for a minimally frustrated system the annealed approximation is valid, and

the folding rate is governed by F(Q). Moreover, if no particular cores are strongly preferred,

the kinetic proximity to the native state will correlate well with Q, so long as the topology

of the native structure does not too severely restrict the connectedness of the conformations.

That is, the ensemble of transition states will be well-described by the ensemble of

conformations having the overlaps Q1 of the free-energy barrier peak.

The ensemble of kinetic transition states may be described as the ensemble of states that

have a probability of "

#
of folding before unfolding (Du et al. 1998). For large barriers, the

transition states are concentrated close to the barrier peak, but for wide, flat barriers as

typically occur in simulational models of folding, the transition states tend to be spread out.

The degree to which the kinetic transition states are localized to the barrier peak is related

to how uniformly the different partially native structures are occupied at Q1. This is closely

related to the degree of uniformity in experimental φ-values measurements (Fersht et al.

1992). This uniformity may be adjusted in principle by varying the strength of different native

interactions.

In any given folding event, a protein molecule samples numerous cores from the full

ensemble of possible cores. Near biological conditions, each of these growth processes has

a region which is thermodynamically uphill where energetic gains are not quite compensating

for entropic losses, and a region thermodynamically downhill where energetic gains win over

entropic losses. The transition between these two regions occurs in general at different

amounts of native structure for different native core locations, depending on the different

amounts of core energy and halo entropy dressing the core. Again, the transition regions for

different growth processes are further localized together [and to the barrier peak of F(Q)]

when the cores tend to be more uniformly occupied.

So for a funneled landscape, the transition states correlate well with the barrier peak so

long as the fluctuations in the occupation probabilities of the various cores are not too large.

By similar reasoning which led to Eq. (5.14) we can obtain a criterion for the barrier peak
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position Q1 to be a good indicator for the position of the transition state ensemble for a

funneled landscape. Let the log number of distinct cores at Q be S
rout

(Q), a geometrical

quantity."* Let the free energy of cores be Gaussianly distributed with mean FG
C
(Q )¯

EG
C
®TSG

C
and variance δF#

C
(Q )¯ δE#

C
(Q)T#δS#

C
(Q). Then from the partition function at

Q [Eq. (5.6)], the free energy is obtained as

F{ (Q, T )¯®T ln Z{ (Q,T )¯E{ ®
∆#

2T
®T ln

E

F

eSrout(Q)&
¢

−¢

P(F
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H

¯E{ E{
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®TS{
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®
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®TS
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2T
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(5.15)

The condition for the probability of folding to correlate well with Q is that the total route

entropy be large. Then many cores are sampled in folding, and the Boltzmann weights of

specific cores are all very small. Taking the derivative of Eq. (5.15) gives the total entropy

as a sum of two expressions :

S{ (Q, T )¯®
UF{
UT

¯S{
C
(Q,T )S

R
(Q,T )

¯
E

F
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C
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∆#(Q)
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H
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(Q)®
δF#
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2T#
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H

.

5

6
7

8

(5.16)

The first term in parentheses is the average amount of entropy for each core that we saw

earlier in Eq. (5.13). As long as the system is minimally frustrated, this entropy is greater than

zero. The second term is the thermodynamic route entropy of the system. This term is at most

the log number of distinct geometrical cores S
rout

(Q) as determined by the native structure

the system folds to, and is reduced by fluctuations in the free energies of the various cores.

Given the landscape is funneled and the mean core entropy is large by Eq. (5.14), the

criterion then for the route entropy to be large, and for the barrier peak to well represent the

transition state ensemble, is then

S
rout

(Q)®
δE#

C
(Q)

2T#

®
δS#

C
(Q)

2
" 0 (5.17)

or

T"T
Q-rxn

¯
δE

C

o2S
rout

®δS#
C

. (5.18)

If fluctuations in the core weights are large enough the denominator vanishes. Then one

core dominates the folding, and the degree of formation of its particular native contacts is the

appropriate reaction coordinate for folding. From Eq. (5.18), for sufficient entropic variance

in potential folding nuclei, the folding mechanism is through a specific nucleus. Since the

entropic variance is a function only of the native topology, some native structures may

inherently have specific folding mechanisms, while others may have folding mechanisms

"* We use the notation S
rout

because this is a thermodynamic way of quantifying the number of

distinct ‘ routes ’ to the native structure.
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involving a diffuse nucleus. For diffuse nucleus proteins, Q is a good progress coordinate. For

specific nucleus proteins, those contacts involved in the specific native core, ²Q
i
´
core

, are the

best progress coordinate. For smaller entropic variance δS#
C
! 2S

rout
, variance in the energetic

stability may still induce specificity. A similar temperature scale for route-like folding is

obtained in Part II.5.

Various degrees of specificity or diffusivity have been observed in simulations (Daggett &

Levitt, 1993; Abkevich et al. 1994; Chan & Dill, 1994; Guo & Thirumalai, 1995, 1997;

Boczko & Brooks, 1995; Socci et al. 1996; Onuchic et al. 1996; Shakhnovich, 1997;

Sheinerman & Brooks, 1998a, b; Du et al. 1998; Klimov & Thirumalai, 1998b; Nymeyer

et al. 2000; Li et al. 2000) and experiments (Fersht et al. 1992; Radford et al. 1992; Itzhaki et al.

1995; Lo! pez-Herna!ndez & Serrano, 1996; Viguera et al. 1996; Daggett et al. 1996; Oliveberg

et al. 1998; Martinez et al. 1998; Grantcharova et al. 1998; Otzen & Fersht, 1998; Chiti et al.

1999; Munoz & Eaton, 1999; Riddle et al. 1999; Martinez & Serrano, 1999; Plaxco et al.

2000a ; Fersht, 2000). The question of whether a folding mechanism proceeds through a

specific nucleus or a diffuse nucleus may be addressed by judicious application of criteria such

as Eq. (5.18).

It is possible for specific non-native (‘off-pathway’) traps to exist during folding in some

proteins as well. These may be able to be discerned by simulating Go- models to the same

native structure, to see if the intermediate is still there (on-pathway) or absent (off-pathway).

Explicitly accounting for chain connectivity properties may become important for folding to

some native structures as well, particularly for larger proteins.

6. Statistical Hamiltonians and self-averaging

The complexity of a fully atomistic Hamiltonian for a protein molecule is prohibitive to

analysis or simulation. Moreover, for many theoretical questions it is not important to know

all the parameters of the Hamiltonian for a specific system under study: often there are many

irrelevant degrees of freedom in the problem which are not worth keeping track of. For

example it would be largely a waste of effort to fully describe the effects of non-native

interactions between say helix 1 and helix 2 of wild-type monomeric λ-repressor, one of the

fastest folding two-state folders. Often it is the overall gross parameters of a statistical

ensemble of such Hamiltonians that are of theoretical interest, e.g. the universal properties

of the set of Hamiltonians determined by the set of sequences that give rapid two-state folding

to the native structure of λ-repressor. In these cases a complex potential function can be

replaced by a coarse-grained stochastic one having the same statistical characteristics.

Applications of such methods have been used in other fields of physics, notably in the

treatment of highly excited states of nuclei with random Hamiltonians (Wigner, 1951),

extensively in the theory of spin glasses (Me! zard et al. 1986) and neural networks (Hopfield,

1982; Amit et al. 1985), and in the conformational sub-states of already folded proteins

(Austin et al. 1975; Frauenfelder et al. 1991; Stein, 1985). The usage of statistical Hamiltonians

was established in the theory of protein folding by Bryngelson & Wolynes (1987, 1989).

Quantities calculated from such statistical Hamiltonians are representative of the ensemble

to the extent that they are self-averaging. In ordinary statistical mechanics the relative

fluctuations of a thermodynamic quantity, such as the energy, die away as CN "

#. Likewise

we expect that sample-to-sample (or sequence-to-sequence) fluctuations of thermodynamic
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quantities go to zero in the limit of an infinitely large system. However, proteins are

fundamentally different from systems such as spin-glasses because their sequences are a priori

finite in length, and have special properties which are lost if scrambled. In protein folding,

self-averaging translates to those properties which are independent of the specific

characteristics of a given ensemble of sequences or Hamiltonians, but which depend only on

some gross, overall feature of that ensemble. This depends strongly on the property under

investigation. For example, log collapse times tend to be self-averaging, i.e. sequence-

independent, but only over sequences of some fixed overall composition (fixed

hydrophobicity). But for this sequence subset log folding times are non-self-averaging. If we

take a further subset of these sequences having the same stability gap, folding times of this

sub-sub-set are comparable, but can still be quite disparate. If we specify further the sub-

ensemble of sequences having the same native structure, or same overall native topology or

contact-order, then their corresponding folding barriers are comparable and may be said to

be self-averaging. As mentioned above, the size of the sequence pool to select from is huge:

a 100-mer has a sequence space C 10&! times the number of protons in the universe, so there

may still be large ensembles of sequences with self-averaging characteristics.

Underlying the theoretical approach is the conviction that many of the determining factors

of folding rate and mechanism are physical parameters of an ensemble of protein sequences

which are self-averaging in the above sense. Examples of these are contact-order, stability

gap, overall ruggedness or energetic variance in the unfolded state, and chain stiffness or

average entropy per length. Many quantitative features of protein folding may be described

in terms of a few relevant thermodynamic parameters which most strongly govern the

structure of the free-energy landscape.

To capture the physics of a reconfigurable polymer chain, with a quenched sequence of

residues and a set of interactions between them, the following Hamiltonian is typically used:

(
RHP

(²s
i
´, ²r

i
´)¯ 3

i! j

ε(s
i
, s

j
)∆(r

i
®r

j
), (6.1)

where i counts the monomers or residues along the chain, and the double sum is over residue

indices, s
i
` ²1, …, p´ is the species of monomer i along the chain so that ²s

i
´ represents the

monomer sequence, p is the number of species (1 for a homopolymer, 2 for a co-polymer, ¢
for a continuous distribution of interaction energies), and r

i
is the position of monomer i so

that ²r
i
´ represents the polymer conformation. ∆(r) is a function that includes an excluded

volume repulsion at short distances and dies away at long distances ; in lattice models, ∆(a)

¯ 1, ∆(0)¯¢, and ∆(r" a)¯ 0, where a is the lattice spacing. Thus the energy of a

particular polymer conformation is determined by the matrix of species-species pair inter-

actions ε(s
i
, s

j
). Extensions to many-body interactions are possible by introducing terms in the

Hamiltonian £Σ
i! j!k

ε (s
i
, s

j
, s

k
, …)∆(r

i
®r

j
)∆(r

j
®r

k
) … (see Part II, sections 3 and 5).

It is implicitly assumed in Eq. (6.1) that the requirements of chain connectivity are met :

r
i
and r

i+"
are always near each other in space for all i, so e.g. if the chain were on a lattice,

the explicit constraint Π
i
δ (r

i+"
®r

i
® a) must appear in the trace. Some theoretical models

introduce harmonic spring constraints between consecutive residues along the chain, which

is formally convenient. The presence of chain connectivity and excluded volume make a

general description of reconfigurational kinetics difficult.#! However the thermodynamics

#! Models of folding usually assume a well-connected set of states, however for some native

structures, for example those proteins with knotted native structures (Taylor, 2000), it may become

important to explicitly account for chain topological constraints.
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may be obtained if either the partition function or density of states is known. In Eq. (6.1) it

is assumed that the solvent molecules equilibrate considerably faster than the polymer, i.e. the

solvent degrees of freedom have been integrated over to yield the effective interaction matrix

ε(s
i
, s

j
), just as integrating over the solvent coordinates leads to an effective attraction between

two hydrophobic molecules. The averaging may lead to many-body effects mentioned above.

The explicit temperature dependence of the hydrophobic effect may be inserted into the

coupling energies in the model (see e.g. Dill et al. 1989) to investigate phenomena associated

with temperature-dependent interactions such as cold-denaturation, but has traditionally been

left out.

Due to the large number of possible values for pair interaction energies in a realistic

protein Hamiltonian, it is common to let the number of effective monomer species pU¢ and

to take the interactions ε(s
i
, s

j
) be independent, random variables, usually Gaussianly

distributed, with mean ε- and variance b# :

P(ε)¯ (2πb#)−"

#e−(ε−ε- )#/#b#. (6.2)

The coarse-grained Hamiltonian [Eq. (6.1)] governs the folding of the backbone chain, the

motivation being that folding is largely a transition of the backbone, with side-chain ordering

slaved to backbone ordering. As mentioned above, the backbone carries most of the entropy.

Experimental observations such as the correlation of rates with topological properties of the

native backbone structure mentioned above in Section 5 further support this description. The

Hamiltonian in Eq. (6.1) is coarse-grained in that it looks at effective residue–residue

interactions : the residues are collective objects that may consist of many atoms, or even

several amino acids, depending which degrees of freedom have been removed by phase

transitions (Section 4), or are irrelevant. Removing extra degrees of freedom from the full

energy function simply renormalizes the energy and entropy scales on the landscape (Onuchic

et al. 1995) : the model still exhibits folding, but with a rescaled transition temperature. Scaling

coupling energies ε by the critical temperature gives a universal phase diagram, for systems

falling into the universality class of backbone-entropy-driven unfolding as discussed

previously.

The system governed by the Hamiltonian in Eqs. (6.1) and (6.2) with ε- ¯ 0 contains only

a single energy scale b and a single entropy scale s
!
, at fixed density. So there is a phase

transition temperature, T
G
, as described in Section 2.1. However even if ε- ¯ 0, coupling the

dependence of entropy on polymer density can lead to a separate collapse transition from the

glass transition, resulting in coil, molten globule, and frozen (glass) phases in the phase

diagram. As elaborated earlier in Section 2, the RHP landscape described by Eqs. (6.1) and

(6.2) (and Figs. 4c and 5c) does not describe the observed signatures of protein folding,

whereas a minimally frustrated energy landscape does.

The physical manifestations of evolution to a funneled energy landscape may be embodied

in a Hamiltonian which has a priori a low energy in a particular state, so that the coupling

energies εN
ij

tend to be stronger in a given (native) conformation. The mean native interaction

is taken to be stronger to embody minimal-frustration in the folded structure (Bryngelson &

Wolynes, 1987). Then for the ensemble of sequences folding to that native conformation, the

native contact energies should be chosen from a distribution with a lower mean ε-
N
, and with

a different variance b#
N

that may be smaller :

(
P
(²s

i
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´)¯ 3
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∆
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)]. (6.3)
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Fig. 11. The native contact map marks which residues are in contact (within a cut-off length) in the

native structure, by denoting contacts as black squares on a plot with residue index on both axes (only

half the plot is needed since the contact matrix is symmetric). For example the contact marked by the

red bar in the native structure of DHFR, a two-domain α}β enzyme, is between residues 32 and 156,

and is circled in red on the native contact map. The energetic contact map illustrated schematically here

accounts for all contacts, native or non-native, and encodes (here by color) the contact energies by

strength. (Adapted from Clementi et al. 2000a.)

Equation (6.3) gives the energy of a particular configuration defined by the set of contact

interactions ²∆
ij
´¯ ²∆ (r

i
®r

j
)´. Energies εN

ij
given to native contacts are either chosen from

a distribution, possibly Gaussian

P(εN
ij
)¯ (2πb#

N
)−"

# e−(ε
N
ij−

ε-
N)

#
/#b

#
N. (6.4)

or may be specified explicitly as the set ²εN
ij
´. Energies ε

ij
of non-native contacts are chosen

from the distribution in Eq. (6.2). The double sum in Eq. (6.3) is over residue indices, and

∆
ij
¯ 1 if residues i and j are in contact (within a cut-off length) in a configuration, ∆

ij
¯ 0

otherwise. ∆N

ij
¯ 1 if these residues are also in contact in the native configuration, and ∆N

ij
¯

0 otherwise. In Part II we will calculate thermodynamics for the Hamiltonians [Eqs. (6.1) and

(6.3)].

Here, instead of going into the formalism involved in computing a trace over the

Hamiltonian in Eq. (6.3), we can get an intuitive feel for the what such a statistical

Hamiltonian means by considering an energetic contact map as in Fig. 11. The native contact

map counts which residues are interacting in the native structure. When all structures are
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considered, non-native as well as native contacts may be made. For the real system there is

some particular realization of coupling energies for native and non-native contacts, which are

shown in Fig. 11 by color-coding contacts so that for example darker squares indicate

stronger contacts. The statistical Hamiltonian approach lets at least the non-native (and

perhaps the native) interactions be chosen from the Gaussian distribution of Eq. (6.2) [and

perhaps also Eq. (6.4)], to investigate universal features for the ensemble of sequences that

fold to a given structure, say to the particular structure shown in Fig. 11.

The essence of minimal frustration for the real system’s energy function, formalized

through such a statistical Hamiltonian as Eq. (6.3), is that the bias to the native structure can

be seen as a signal through the non-native noise. In the language of neural networks, the

‘network’ here is trained to have one dominant memory. In the language of spin-glasses,

there is a ‘ ferromagnetic ’ bias to the native structure super-imposed on a random spin-glass.

A tacit assumption in the illustration of Fig. 11 is that at some level, interaction energies

may be decomposed into two-body terms. To account for many-body effects, a higher

dimensional representation is needed.

7. Conclusions and future prospects

An understanding of protein folding provides a link between the genetic code in the DNA

molecule, and the structure and function of a living organism. However a description of

protein folding is impeded by the complexity of the process. Still much of this complexity can

in fact be exploited by taking a statistical approach to the energetics of protein conformation,

that is to the energy landscape. The energy landscape approach explains when and why self-

averaging behavior will govern the folding process, and when sequence-specific behavior,

such as specific folding pathways or intermediates, should be observed.

We considered various possible landscapes in this review and found that the most likely

landscape topography for a simple protein is that of an overall funnel with some residual

heteropolymer ruggedness present. Evolution of amino-acid sequences to those having such

a landscape solves various problems seemingly present in folding. Specifically, the native

structure can be found on biological timescales, and is stable at biological temperatures. The

native structure is robust to most perturbations in environment or sequence, as well as to

thermal fluctuations.

Many transitions can occur within proteins in addition to the folding transition. Examples

include collapse, helix-coil, liquid-crystal, microphase separation, and glass transitions. Thus

a rich phase diagram for the system may be constructed. The understanding of this diverse

behavior is facilitated by applying the methods of statistical mechanics of disordered systems,

polymer physics, and theories of phase transitions in finite-sized systems.

Because of minimal frustration and the resulting funneled energy landscape of a protein,

many features of folding are fortunately self-averaging and thus universally applicable to awide

class of protein sequences. As a consequence of the minimally frustrated character of the

landscape, folding can be projected onto one or few reaction coordinates without too much

loss of kinetic information.

In Part II of this review, we continue by exploring some central topics to energy landscape

theory, such as kinetics of disordered systems, reaction coordinates, many-body effects,
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generalizing scalar order parameters to a field theory, and the theory of polymers under

topological constraints. These ideas have all come together to bring us to a fuller

understanding of the physical processes involved in protein folding.

8. Acknowledgments

We are grateful to Peter Wolynes and Jin Wang for numerous insightful and enjoyable

discussions, and we also thank Laurel Latto (laureljlatto!juno.com) for her help with the

color figure sketches. This work was funded by NSF Bio-Informatics fellowship DBI9974199

and NSF Grant MCB0084797.

9. Appendix: Glossary of terms

Contact order – a measure of the mean sequence length separating interacting residues in the

native structure.

Energy gap – the difference in energy between either the native and random heteropolymer

ground states, or the native and the mean unfolded energy, depending on the context.

Energy landscape – the network of all conformational states of a protein, with an internal

free-energy associated with each conformation, and with the connectivity of the network

specified or assumed implicitly.

φ-values – a measure of the participation of residues in the folding transition state

ensemble. A particular residue is mutated to one interacting similarly with its neighbors, and

the effect on folding rates and stability treated as a small perturbation. The ratio of the change

in log rate to the change in stability is the φ-value for that residue.

Folded state – thermodynamic state dominated by the correct native conformation (the

native state).

Folding temperature (T
F
) – the temperature at which the native state is in thermodynamic

equilibrium with the unfolded state, i.e. at this temperature the free-energy typically has a

double well structure of nearly equal depths for a first-order folding transition. For a

sequence to be foldable to a stable structure in a reasonable time T
F
"T

G
.

Free-energy profile – the free-energy E – TS as a function of an order parameter or

parameters, which are usually taken to measure structural similarity to the native

conformation. Serves as a reaction surface for folding.

Frustration – property of a heteropolymer configuration where some interactions are

satisfied (low in energy) at the expense of necessarily making some unfavorable interactions.

Glass temperature (T
G
) – the temperature at which a random heteropolymer is frozen into

one of its nearly degenerate ground states (sometimes referred to as the freezing temperature).

Glass phase – phase of a heteropolymer below T
G

dominated by one or very few

conformations (sometimes referred to as the frozen phase).

Generalized Random Energy Model or GREM – exactly solvable model of a system accurate

up to pair correlations between states, so that high-order probability distributions factor into

products of joint-probability distributions. All states in the model are at the nodes of an

ultrametric tree. The model exhibits a phase transition to a low-temperature, reduced entropy
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state consisting of a set of globally distinct basins. Lowering the temperature further results

in a gradual freezing to a zero entropy state for the heteropolymer.

Minimal frustration – property of the ground state of protein-like sequences of amino acids

where interaction energies are not as competing or frustrated as the majority of purely

random sequences. This yields a native state which is a dominant, unique ground state,

with lower energy than the putative ground state energy of a typical random sequence, and

an energy landscape with a funnel topography.

Misfolded state – a protein configuration dominated by low-energy, non-native interactions.

Molten globule – collapsed, liquid drop-like state of a polymer which may have anywhere

from negligible to a partial amount of native structure and typically a large conformational

entropy. May be induced by adding acid or other denaturant, or raising the temperature.

Monomer – the statistical segment in a polymer which contributes to the backbone

conformational entropy, and which may contain several amino acids depending on the degree

of secondary structure present.

Native state – same as folded state.

Q – a measure of similarity to a given structure, usually the folded structure. Here Q is

almost always taken to be the fraction of contacts or interactions in common with the native

structure.

Random Energy Model or REM – exactly solvable model of a system taking energy levels to

be random and uncorrelated, so that pair and higher-order joint probability distributions

factorize into products of single-state distributions. The model exhibits a phase transition to

a low-temperature phase of zero entropy.

Random heteropolymer or RHP – a polymer having a random sequence of amino acids.

Random coil – phase of a polymer behaving as a self-avoiding random coil. As a thermo-

dynamic phase of a protein, it may contain some secondary helical structure.

Stability gap – see energy gap.

Structural dispersion – a measure of the variance in sequence length separating interacting

residues in the native structure.

Tertiary structure – organization between units of secondary structure, the dominant

ordering process of which is simulated lattice models (although some aspects of secondary

structure formation may be captured in lattice models such as β-sheet formation).

Transition state – either the collection of configurations which constitute the maximum on

the folding free-energy profile, or when considered kinetically, a member of the ensemble of

configurations equally likely to fold or unfold.

Unfolded state – the high entropy state where protein function is lost, attributed to the loss

of the 3D folded structure. The unfolded state may be globular or coil depending where

parameters of the system lie on the phase diagram.
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