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The serial fibre optics link will consist of an Astronom cal Research Caneras
ARCxxx 250MHz PCl card, conmunicating with the cl ock card.

ARCxxx 250MHz PCl Card

The ARCxxx 250MHz PCl card will comunicate over a duplex fibre optical link
with the warm el ectronics clock cards. The ARCxxx PCl card uses an Agil ent
HFBR- 1119T fibre optic transmtter and a HFBR-2119T fibre optic receiver. The
fibre optic transmtter and receiver accept 62.5/125mm fibre optic cable with ST
styl e connectors.

G ock Card

The clock card will use fibre optic Iink conponents chosen for conpatibility
with the ARCxxx PCI card. Qur first choice was to use 3.3 volt parts for
conpatibility with the clock card FPGA. Because of problenms with availability of
3.3 volt parts with ST connectors, required quantities to order, and |ong | ead
times, it was decided to use the same 5 volt parts as used by the ARCxxx card.
These conponents woul d copy the functionality of the input-output section of the
ARCxxx interface card, with the exception of the FIFO buffers, which could
optionally be inplenented in the FPGA

Conti ngency Possibilities

If the ARCxxx PCI card were to beconme unavailable, a few possibilities to
replace it are listed below. Al of these options would require najor changes
to software and FPGA code. Using a PCl nezzanine card [PMC] on the clock card
woul d require that a |ocal PCI bus would have to be inplenented on the clock
card.

1. G gabit et hernet

G gabit ethernet PCl and PMC boards are readily avail abl e and coul d possibly be
used, but a considerabl e amount of software woul d have to be changed, and the
clock card would have to handle TCP/IP. At this time there is no RTLi nux
support. See Greg Burley’'s notes below for nore information

2. Fi bre channe
Fi bre channel is used for bulk disc storage applications, and PCl and PMC cards
are available. It may have a sinpler protocol which mght nake it easier to use

than gigabit ethernet, but nore investigation is required.

3. Firew re 1394b

The standard for a fibre optics version of firewire was published in 2002, but
no PCl or PMC cards were located [15April03]. As with the previous two options,
the clock card woul d have to handl e the protocol used.

4. Custom Fibre Interface

There is an existing open-source design fibre optics PCl card design done by
Greg Burley for the Carnegi e Chservatories, which could be nodified to replace
the ARCxxx PCI card. The card would use the AMCC S5920 PCl interface chip, an
Altera EPLD, the HOTLink Il rx-tx chip, and optical conmponents, which would al so
be used on the cl ock card. Functioning of the card woul d not be the same as



the ARC card, and software changes would be required. A linux driver exists for
the AMCC PCI chip which would have to be adapted for RTLi nux.

Notes on optical |ink options
[author: Greg Burley Apr2003]

Option 1 - Status quo

* use Leach PCl board and RTlinux driver
* put optical parts on clock board

* requires new Altera interface design

* no need for an Altera processor in this node
* requires +5V for optical nodules, Hotlink

Conments: The main drawbacks to Option 1 are (a) uses Hotlink parts which are
one generation behind, (b) requires +5V, (c) difficult toupgrade, requires
redesi gn of clock card.

The main advant ages of Option 1 are (a) straightforward to inplenent, (b) no
extra RTlinux drivers required, (c) no Altera processor required ie no |P to buy
or code to wite.

To make option 1 upgradeable, we could put the optical parts on a PMC form

factor and run all the appropriate wires to it fromthe Altera chip to enable
future PMC upgrade.

Option 2 - Leach PCl + Leach PMC

* use Leach PCl board + RTlinux driver

* use Leach PMC board with clock card

* use Altera processor with PCl interface

* requires customAltera software to drive PCl interface

* no need to do any optical hardware, but $$$ costly

Conments: The nmain drawback to option 2 are (a) it requires an
Altera processor with PCl interface ($$$), and (b) the code to go with it.

The mai n advant ages of option 2 are (a) the PCI/PMC interface is standard, (b)
the PMC card coul d be upgraded later wi thout a redesign of the clock card, (c)
preserves the software witten for the RTLi nux end of the link, (d) no need to
design or build any optical hardware.

Option 3 -- G gabit ethernet (GBE)

* use G gabit ethernet PCl card, LNET RTlinux driver from FSM.abs



* use gigabit ethernet PMC card on cl ock card
* uses industry-standard interfaces + nodern optical nobdul es

* requires Altera processor, with PCl interface
* require software for Altera processor, TCP/IP stack

Comments: The nmain drawbacks to Option 3 are (a) it's the nbst conplicated
option, (b) requires partial re-wite of ATC RTlinux code, (c) requires Altera
processor with PCl interface ($$3$), (d) requires code for Altera processor +
net wor ki ng code.

The main advantages of Qption 3 are (a) nodern industry-standard optica
interface, (b) highest bandwi dth option, (c) |owcost PCl + PMC boards, (d)
upgradeabl e to any PMC based interface.

Arelatively sinple testbed could be built for Option 3, using two |inux
machi nes, each with GBE interface PCl cards and running RTlIinux. One nachine
woul d sinulate the clock card, while the other would sinulate the data

acqui sition machi ne. Set up Master-slave arrangenment and neasure | atency +

t hroughput, watch for data | oss, etc.

Har dwar e details:
There are a nunber of choices for both PCl and PMC gigabit ethernet cards. The
nom nal price is about US$500.

The choice will nostly depend on which chipset is best supported by an RTLi nux
driver.

The optical nodul es available include LC, sC or MI-RJ.
Typi cal specs:

32/64 bit, 33/66 Mz PC rev 2.2
Tx/ Rx FI FO 64Kbyt es

PCI Exanpl es:

3Com 3C996- SX SC interface

I nt el Pr o/ 1000 SC or LC interface

PMC Exanpl es:

SBS Technol ogi es PMC- G gabi t - SF LC, SC or MI-RJ interface
DSS Net wor ks G gMAC 7160 LC or SC interface

Sof tware details:

None of the linux device drivers that come with the PCIl or PMC boards is
suitable for RTLinux. For instance, the SBS driver software is just the
generic Intel ethernet driver. It is not a RTLinux driver.

FSM_.abs [t he devel opers of RTLi hux] have a gigabit ethernet driver in

devel oprment. They did not give a tinmetable for the rel ease of their driver.
The driver is part of their LNet real-tine networking package, which so far
i ncl udes 100Mops ethernet and Firewire drivers.

Cost: RTLinux Pro + LNet $1500 per seat (academic price)

The NI OS processor will need a driver to interface to the PMC card over the PC
bus. Altera has a NICS ethernet devel opnent kit (US$495) which includes a



TCP/ I P stack and rel ated software, which mght be adapted. |It's likely that
there would be quite a lot of coding/testing involved in getting this to work.
[ don't know enough about this to give an estinate, but | think this is the
ri skiest part of the devel opnent].

Summary
A gigabit ethernet solution is not currently viable. The hardware building
bl ocks are available, but the software nodules are not there yet.

The main limtation is that an RTLi nux driver for the PCI end is under
devel opment by FSMLabs, and is not currently avail able.

Adapting the Altera NIOS ethernet software to run the PMC gi gabit ethernet
interface is the biggest unknown/riskiest part of the devel opnent.



