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1. Introduction

This document describes the type of audio filtet th desired for MCE operation and reviews some of
the challenges involved in the implementation ef fitter.

1.1 Filter Requirements

Filter response type: Low Pass Filter
Sampling rate,f=12195H7"

Cut-off frequency: 100Hz

Filter Order: 4

1.2 Filter Specifications
Design Method: 4-pole IIR — Butterworth

Realization type: Direct form Il — Series biquads
Filter coefficients are generated using FDAtooMatlab.
Filter Coefficients: SOS: (Quantized filter to ead-order sections)

Section 1:
Numerator: 1 2 1
Denominator: 1 -1.9587428340882587 0.96134553AP2)
Gain = 1/k = 0.00065067508393319923 (not implemented)
Section 2:
Numerator: 1 2 1
Denominator: 1 -1.9066292518523014 0.90916270%73&7
Gain = 1/k= 0.00063336346501859835 (not implemented)

Coefficients width: 15b (implemented as signed hjrfeactional SBF 1.14)
Filter Input:

input width: 18b
scaling factor for the input to the filter chaint'2
(i.e. first-stage feedback calculation resultssm@ed down before being fed to the filter)
1/k; = scaling factor between 2 biquads
Internal arithmetic:
Delay width: 29b (Wn width)
Filter Output:
Output width: 32b
Output gain: 1216= (simulation)
(calculated as {¥,)/k;=1184 — non quantized arithmetic)

The gain difference of 1184 and 1216 can be atgihto the coefficient quantization effects.

Note (1): corresponding to 50MHz/100*41 where roam £ 100, num_rows=41, clk=50MHz
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2. Digital Filter Design - Background

In this section, some background information isvjated to clarify why the particular type of filtes
chosen.

2.1 IR Filters

One type of digital filter is the Infinite ImpuldResponse (lIR) filter, which is not as well suppdrt
and is generally used in the lower sample rates, (& 200kHz). The IIR uses feedback in order to
compute outputs, and it is known as a recursiverfil

Advantages of the IR Filter:

1. Better magnitude response

2. Fewer coefficients

3. Less storagis required for storing variables
4. A lower delay

5. It is closer to analog models

A number of different classical IIR filters are dahle.

Butterworth
The Butterworth filter provides the best approxiimato the ideal lowpass filter response at analog
frequencies. Passband and stopband response isatigdiat.

Bessel

Analog Bessel lowpass filters have maximally fledup delay at zero frequency and retain nearly
constant group delay across the entire passbaltetefi signals therefore maintain their waveshapes
the passband frequency range. Frequency mappedigitad Bessel filters, however, do not have this
maximally flat property. Bessel filters generalguire a higher filter order than other filters for
satisfactory stopband attenuation.

2.1.1 1IR Filter Expressions

lIR Filters are recursive: the output is fed bazktake a contribution. The expression for the HR i
shown below; note that a delayed version of th¢ g@tput plays a part in the output:

n 1
y(n) = Zb{i}x(n-i} -Za(i}y(m-i)
=0 =0

a(i) and b(i) are the coefficients of the IIR filté\nother way to express a IIR Filter is as adfan
function with numerator coefficients “bi” and denim@tor coefficients “ai”:

Nn
Z biz-
1=0
m

1+ Z a z
1=0

H(z) =
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2.2 1lIR Filter Structures

Direct Form 11

The Direct Form | architecture description noteat tine forward and reverse FIR filter stages can be
swapped, which creates a centre consisting of tluntns of delay elements. From this, one column
can be formed; hence, this type of structure isdknas “canonical”, meaning it requires the minimum
amount of storage

Wh
() |

- b2 Wh-o = 1

Figure 1: Direct Form I representation of a biquad

Biquad

The Biquad filter structure is that of a Direct FH, but it includes a second-order numerator and
denominator coefficient (i.e., it is simply two psland two zeros). This structure is used in
FPGA/DSP implementations, because it is not terskehsitive to quantization effects.

Butterworth Biquad:
The butterworth biquad expression is:
;1 -2
H(z) = 1+2%2°+7
-1 -2
1+Db*z"+ by*z
The coefficients in the nominator have the charat #implify the calculations such that no multiplie

is needed and the entire nominator can be calculegimg shift and accumulators. Multiplications are
expensive operations in FPGA/DSP implementations.

2.3 Fixed Point Implementations

Several issues must be examined in detail to erssigfactory fixed-point operation of the IR it

1) Coefficient/Internal Quantization
2) Wraparound/Saturation
3) Scaling

Coefficient/I nter nal Quantization In order to examine the effect of quantizations iiseful to look at
the pole/zero plot. This shows how the zeros (deptlthe frequency response plot) and poles (peaks
in the frequency response plot) are positionedadh an issue with IIR stability relates to the
denominator coefficients and their positions, degoon the pole/zero plot:
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Floating Fixed

The poles for the floating-point version of thetpdoe shown on the left; they are within the uimtle
(i.e., the values of the coefficients are less thanOnce the coefficients are quantized, thesespol
move, which affects the frequency response. If theye onto the unit circle (i.e., the poles equd),”
you potentially have an oscillator; If the polestime greater than 1, the filter becomes unstable.

Wraparound/Saturation

A fixed-point implementation has a certain bit widand hence has a range. Calculations may cause
the filter to exceed its maximum/minimum ranges: &mample, let's consider a 2's complement value
of * 01111000'(+120) + ‘00001001’(+9) = ‘1000000%(-127). The large positive humber becomes a
large negative number; this is known as “wraparéuandd it can cause large errors.

Scaling

There are two methods of dealing with overflows:

1. If scaling is used, values can never overflo8Pprocessors tend to use different kinds of sgatin
order to fit within their fixed structure.

2. Use saturation logic. In our example, the reswtiuld be ‘01111111'(+127).

2.4 The Artifacts of IR filters

The main artifacts of IIR filtering are the quaation noise and the limit cycle oscillations.

The truncation or rounding of the IIR accumulatbthe output of filter creates quantization noiBkis
noise is fed into the filter recursive path. Thaseois multiplied by the IIR recursive path tramsfe
function. The impact of this noise source is vegngicant in the low cutoff frequency filters ofie¢
second order, since the recursive path gain isqrtiomal to the second power of Fc/Fs ratio. Thterfi
stages with high Q can also suffer from this effestause the gain is proportional to Q.

The best way to reduce the quantization noise jigarre the arithmetic accuracy. For a multi-stage
filter, the noise contributions of the stages cdd.a

The other way to reduce the quantization noisehés rioise shaping. Noise shaping is feeding the
accumulator truncation error back into the filf€hat allows for better SNR at low frequencies foa t
cost of an increased noise at the high frequengies.noise shaping with higher order error feedback
can significantly improve the SNR, however the atldemplexity and limited performance makes it
less attractive, then the increased precisionragtit.

The limit cycles are the low amplitude oscillatiomkich may occur in IIR filters. The reason for $ko
oscillations is a finite precision of the arithntetiperations. The limit cycle existence dependshen
particular filter coefficients and the input dafBhe filters with high Q, low Fc/Fs ratio and the
rounding of the accumulator at the output rathentkwith truncation have a higher probability of a
limit cycle behavior.

Usually the amplitude of limit cycle oscillationse&ks not exceed several LSBs. The methods to avoid
the limit cycles are the following:

- Improve the precision of filter arithmetic
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- Implement a center clipping nonlinear function
- Dithering (adding a random noise with the amplitofleeveral LSBSs)

- Gating: blocking the filter if the energy of thegsal is below a certain limit
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3. Implementation

3.1 Block Overview

The filter is implemented as part of the fsfb_daltack in order to share FPGA resources, particylarl
multipliers. Review fsfb_calc.doc first.

3.2 Block Functionality

3.3 Block Data Flow

3.4 Block Location and Block Interface within System

3.4.1 First Stage Feedback Filter Queue

This 64 x 32b RAM block stores the filtered outpatculation results. The width of this queue is the
same as the wishbone data. It is important to tiatethe filter results are not double bufferedgsi
delay is acceptable in reading filter results. Whemishbone read request comes in, the read starts
the beginning of the next frame, in order to bgredd with the frame boundaries.

data
—

> Filter
QUEUE

wraddress
—

64 x 32b

wren

rdaddress_a ga
WiShhONE e— - e \\VishboONE

(wbs_frame_data) P > (wbs_frame_data)

Figure 1. First Sage Feedback Filter Queue

3.4.2 First-Stage Feedback Filter Registers

The fsfb_filter_regs block instantiates 2 RAM bledhk store the previous 2 samples of wn, where wn
is the interim filter calculation results. For détaf the filter calculations, refer to the
fsfb_calculations.doc where the implementatiorhef $econd-order Butterworth low-pass filter that is
implemented.

The calculations are:

Wiemp= b* Wi+ b%: Wh-2
Whn =Xy— Wtemplz
Yo o = Wht 2 ¥ Wogt Wi

where x is the input to the filter and y is thepuitof the filter, b1 and b2 are the filter coefiats, m

is the number of bits for the filter coefficients.

Note that the filter is reset through initialize now_i signal. Each RAM block has 64 words and the
word length is determined in the pack file by FLTRY WIDTH.
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Initialize_window_i |

wn_i > [ > wn
[ w2
addr i[ >—4——
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L

Figure2: Filter Registers Storage
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